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1. Introduction
This P-CR describes the principles of a solution for overload control with justifications.
2. Reason for Change
Solutions should be described in the TR. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

7.2
Solution 1


7.2.1 Solution 1 principles

7.2.1.1 Solution 1 principles presentation
The solution 1 is based on the following principles:
-
The solution relies on the transport of load/overload information between a server and its clients supporting the overload control feature. Intermediate DA nodes that support the overload control feature, may use, add, modify  or remove this information, if they have certain responsibilities for action granted by operator policies regarding the handling of the load/overload mitigation,. Otherwise, intermediate DAs, including those not supporting the overload control feature, transparently forward the load/overload information they receive. According to the text of the subclause 2.5 in IETF RFC 6733 [2], this solution is referred as Diameter session based and not Diameter connection based;
-
The Solution supports the transfer of two kinds of information: Load Control information and Overload Control Information. The transfer of load / overload information uses the same Diameter protocol mechanism, (i.e. the same Load/Overload AVP(s)) whatever the application;

-
Diameter allowing requests to be sent from either side of the 3GPP network elements supporting an application on a given 3GPP interface, the solution independently manages the load/overload control for each of the two request traffic flows for an application between the two 3GPP network elements. The 3GPP network element at the origin of the requests assumes a client role. The 3GPP network element at the termination of the requests assumes a server role;

-
The solution supports 3GPP Diameter based interfaces working on either session mode (e.g over PCRF interfaces) or working with implicitly terminated sessions (e.g. over HSS interfaces);

-
The main use of load information is for load balancing purposes. Intermediate DAs often handle the load balancing function;
-
The control of the overload is applied, as much as possible, at the source of the traffic (Diameter client) on the basis of the overload information received by the client;

-
The transferred load/overload information relates to the traffic of an existing 3GPP Diameter application between a server and a client supporting this 3GPP Diameter application; this information may be amended by intermediate DAs. This information is transported within the messages of this existing 3GPP Diameter application. This does not require the creation of a new Diameter application;
-
The solution assumes that the server supports the overload control feature; otherwise, we are back to the existing situation where the client or an intermediate DA will receive e.g. DIAMETER_TOO_BUSY errors so without the improvement that the overload control feature would bring;
-
The solution is open to various overload control algorithms. The one that is proposed, as default, is using a percentage of traffic throttling to be applied on the traffic associated with the obtained overload information;
-
The overload control feature is negotiated between the client and the server. A DA may be involved in this negotiation, e.g. when it is involved in hiding topology cases.
Hiding topology cases are hereafter further analysed. Behind the "hiding topology" wording, several different cases are identified and supported by solution 1:

· The case where a DA is associated with several equivalent servers (a server farm) and handles load balancing between them:
-
When a server has been allocated to a UE through an initial request, the client may be  informed of the allocated server to which it will address subsequent requests.  When the client knows the server to which a request is to be sent, the client applies the overload control according to the overload information it gets for this particular server. Requests that carry a Destination-Host are not subject to throttling by a DA, unless granted by an operator policy;
-
The DA may add overload information related to a Destination-Realm. The client can use this information when it sends traffic to this Destination-Realm ifit does not know the Destination-Host that will process its request.. The DA defines this overload information according to the information it receives from the servers (of that realm) and its internal policies and overload status.

-
The case where clients behind a DA do not support the overload control feature:

-
 In this case, the DA may handle the overload control (e.g. throttling) instead of the client(s) on the basis of the overload information received from the server for this client. It should be noted that for the client, there is no difference with the current behaviour, as this client will receive the same type of information (e.g. DIAMETER_TOO_BUSY error) from the DA as if it was directly sent by the server.

7.2.1.2 Justification of Solution 1 principles

Solution 1 allows Diameter servers to send load / overload information which is received unchanged by clients unless it is modified by intermediate proxy DAs acting on load / overload mitigation.
In 3GPP, the principle applies that the control of the overload mitigation is as close to the source as possible, i.e. it is applied at the Diameter client but it can even go beyond that to signalling streams even closer to the source. A Diameter client in an MME, having to reduce its traffic towards a HSS, may react towards the UEs so that they also limit their traffic, e.g. service attempts. This is why it is important the client receives the overload information, as according to IETF REQ2, it must have the right behaviour, which may depend of the degree of the overload at the overloaded node. Currently the fact that an MME receives only the DIAMETER_TOO_BUSY indication is considered as not being sufficient for any effective overload mitigation.

During signalling storms, applying overload control (e.g. throttling) as close to the source as possible avoids spreading the problem inside the network and using resources of intermediate nodes in the network for signalling that would anyhow be discarded by the overloaded node.
It also recognizes that the Diameter client is the best location to take appropriate actions, as in case of congestion at the Diameter client, as it has the necessary knowledge to best decide which procedures to abort. Only the client knows the relative priorities between the Diameter procedures (e.g. a Diameter procedure associated with an emergency session) and the relative priorities between users.
As the solution is Diameter session based, it does not require intermediate DAs to support the overload control feature while allowing DAs supporting the overload control feature to act on the load/overload mitigation. This satisfies the IETF REQ 35.  Such an intermediate node that does not support the overload control feature transfers the overload information transparently to upstream nodes in order for the solution to be effective. This is not possible with a Diameter connection based solution which requires adjacent Diameter nodes to support the overload control feature. In a Diameter connection based solution, every DA in the path has to support the overload control feature.

Among deployment cases identified by the IETF and those possible with 3GPP, there are some with no intermediate DAs deployed between clients and servers. In these cases, the overload control is supported by the clients; solution 1 can be used directly between the clients and the servers in the same way as with DAs.
The solution does not change the Diameter base protocol, so the setting up and maintenance of the Diameter connection is unchanged and thus fully backward compatible. As a direct consequence: it is possible to upgrade different nodes, including servers, clients and DA in different stages. This is in contrast with a connection based solution which will only work when all the nodes that are involved one way or another, are upgraded.
* * * End of Changes * * * *

