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1. Introduction
This P-CR addresses overload mitigation aspects related to load balancing and throttling.
2. Reason for Change
The TR skeleton contains overload mitigation subclauses related to load balancing and throttling which have not yet been addressed.

 3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

6.4
Diameter Node Behaviour for Overload Mitigation

6.4.1
Introduction

[This section should provide a set of requirements regarding behaviour of client (e.g. MME, PCEF, etc.), Diameter agents (e.g. DRA, DEA, etc.) and servers (HSS, PCRF, OCF/CDF) in overload situations, using explicit or implicit overload indication.]

6.4.2
Load-balancing

Load balancing allows the distribution of the traffic towards different servers in order to even out the traffic handling between them and provide a distributed reliability. The load information transmitted by servers can be used in order to provide a dynamic load balancing. Once this dynamic load balancing is in place, it can be assumed that all servers at any time are more or less equally loaded. In this case, redirecting traffic to other servers when overload is detected is not a valid option and even may increase and propagate the overload,
Overload situations where load balancing may be used are: when the servers are not equally loaded, this is not the normal case:
· a partial failure case or an OAM action that reduces the capacity of the server, e.g. several servers are equally loaded, without being overloaded; one server has a partial failure and enters an overload situation. In this case, traffic can be balanced to other servers within the limits of their maximum load.

It is not foreseen to have many cases where load balancing may be used to solve overload situations but the solution should offer this possibility.
6.4.3
Message Retransmission

6.4.4
Message Throttling

Message throttling consists in reducing the number of messages sent to an overloaded server by relying on the obtained overload information.

Several considerations should be taken into account when doing message throttling:

· Which type of throttling is to be applied:
-
dropping of messages, without giving back an error indication to the sender. This behaviour in general may create a repetition of the messages, so maintaining or increasing the overload;
-
rejecting the messages by sending back an error to the sender. This may require a particular behaviour on the sending side to avoid or minimize new attempts; this is Diameter application dependent;
- 
deferring some messages, when the type of message allows it. It supposes that the overload situation will disappear in a rather short period of time to allow a deferred transmission of these messages.
-
On which type of messages the throttling is to be applied with possible priorities:
-
 the various request commands used in a Diameter application have not all the same importance, so a priority can be introduced when throttling. MAP allows operators to define priorities among MAP procedures;
- 
some Diameter messages may be related to emergency situations or to high priority users and should not be throttled;
-
above behaviours are Diameter application dependent but it remains compatible with the objective to have a mechanism for transferring overload information (AVPs) which can be applied to any Diameter application.
·  Where the throttling is to be applied:
-
First, the server itself, when in an overload situation, has to do throttling. The objective of the overload control feature is to minimize the throttling in the server, so that it it’s not overwhelmed by receiving too many requests;
  -
applying throttling as close to the source as possible avoids spreading the problem inside the network and using resources of intermediate nodes in the network for signalling that would anyhow be discarded by the overloaded server node;
- 
when taking into account other behaviour regarding which messages to throttle, the Diameter client is well placed  to take appropriate actions, as it has the necessary knowledge to best decide which messages to throttle and also to react towards non-Diameter  traffic sources;
-
the client throttling remains compatible with intermediate DAs which do throttling according to operator policies, taking into account that the traffic delivered to the server should be close to the optimal maximum;
- 
when clients do not support the overload control feature, throttling may be applied by an intermediate node supporting the overload control feature.
* * * End of Changes * * * *

