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1. Introduction

Clause 6.5.1 of TR 29.809 requires to distinguish between Load Information and Overload Information. This contribution proposes definitions for Load Information and Overload Information in clause 3.1. It further adds a subclause on Diameter Load to clause 5 (while a subclause on Diameter Overload already exists). Within the new subclause information is provided indicating how Load Information may be used as an input for dynamic load balancing.

2. Reason for Change

Since it is required to distinguish between Load Information and Overload Information, it must also be distinguished between
a) how Load Information may be used, and
b) how Overload Information may be used.

This contribution adds subclauses for case a) and describes the Dynamic Load Balancing.

3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 version 0.1.0.

*******

* * * First Change * * * *

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Load Information: Information a Diameter Node (Server or Agent) may create and convey to the next hop Diameter Node. It indicates the reporting node's load level possibly with regard to a Diameter application. When load balancing is applicable for a Diameter application, the receiving Diameter Node (Agent or Client) may use values received from reporting nodes to dynamically adjust the distribution ratio used for load balancing so that eventually all reporting nodes report the same or nearly the same load level for that Diameter application.
How a node calculates its Load Information is implementation dependent, however, values must be comparable.
Overload Information: Information an overloaded Diameter Server may create and convey to Diameter Clients. It indicates the reporting node's overload level which corresponds to the requested amount of traffic reduction with regard to a Diameter application. 
How a Server calculates its Overload Information is implementation dependent, however, values must be equally understood by all clients.



* * * Next Change * * * *

4
Introduction
The Diameter base protocol is widely adopted in 3GPP as protocol support of numerous signalling interfaces in IMS, EPC, PCC and charging architectures (e.g. S6a/S6d, Gx/Rx, Cx/Sh or Gz/Gy).

Overload situations occur when the resources of a Diameter node are insufficient to process all the incoming messages. During this period of overload, the performances of the network are seriously degraded and cumulative effects can even lead to situation of congestion collapse.

As part of the study on Core Network Overload Solutions (3GPP TR 23.843 [3]), it has been investigated how the Diameter based interfaces were protected against signaling overload. The conclusion was that the existing overload control mechanisms in the Diameter base protocol defined in IETF RFC 6733 [2] were too limited to efficiently prevent and react to signaling overload. These limitations are even more critical in large scale networks in which multiple Diameter nodes, from various vendors, are in the signaling path.

Although vendor-specific solutions might be already available in some networks, a standardization effort is required to cope with a multi-vendor/operator environment in large scale networks and roaming cases. 
The following sections describe the problem caused by Diameter overload in 3GPP networks and investigate the possible enhancements of the Diameter based interfaces to support adequate load and overload control mechanisms. These enhancements should have minimal impacts on existing infrastructures and be generic enough to be suitable for multiple Diameter based interfaces. However, the exact solution to implement will be decided per Diameter application, depending on the specific requirements of each interface.
* * * Next Change * * * *

5
Impacts of Diameter Overload in 3GPP Networks

5.1
Introduction

5.X
Diameter Load 
5.X.1
Dynamic Load Balancing

Network topology and Diameter Applications may allow Load Balancing when two or more nodes (Argents or Server) are able to handle the same requests, and the request sending/forwarding node (Client or Agent) has more than one option when selecting the next hop. It is desirable that all next hop nodes within a load sharing group are always more or less equally loaded. This prevents from an overload situation in one node while enough resources are available in another node (it does however not prevent from overload situations in both nodes). 
Dynamic Load Balancing should not be seen as a means to react on an overload situation, but as a means to prevent or delay the occurence of overload. When one Server within a load sharing group reports overload, it must be assumed that all other Servers within that group are equally overloaded too. Consequently, when overload is reported, Dynamic Load Balancing is not an appropriate overload control action. Dynamic Load Balancing should be in place before overload occurs, not only when overload occurs.
5.X.2
Limitations of Existing Mechanisms in Diameter

IETF RFC 6733 [2] in clause 5.1 says: 
"However, implementations are free to load balance requests between a set of peers."
Without any knowledge of the peers' current load levels, requests can only be load balanced to those peers based on preconfigured weights.
5.X.3
Example Scenarios

Figure 5.X.3-1 shows an example scenario where an MME (Diameter S6a client) in realm 1 is connected via Diameter routing agents to HSS-FEs (Diameter S6a Server) in realm 2. The HSS-FEs in realm 2 have a common database (UDR) allowing them to share load.
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Figure 5.X.3-1
In this example scenario, when the MME sends an S6a request towards realm 2, it may select the next hop (DRA1 or DRA2) based on the actual load level reported by next hop nodes, e.g. when the MME knows that the actual load in DRA1 is higher than the actual load in DRA2, it may send the request to DRA2. Similary, when DRA2 knows that the actual load in DRA4 is higher than the actual load in DRA3, it may forward the request to DRA3. Similar, when DRA3 knows that the actual load in HSS-FE1 is higher than the actual load in HSS-FE2, it may forward the request to HSS-FE2.
Figure 5.X.3-2 shows another example scenario where an MME (Diameter S6a client) in realm 1 is connected via Diameter routing agents to HSSs (Diameter S6a Server) in realm 2. The HSSs in realm 2 do not have a common database (UDR) and cannot share load.
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Figure 5.X.3-2
In this example scenario, when the MME sends an S6a request towards realm 2, it may select the next hop (DRA1 or DRA2) based on the actual load level reported by next hop nodes, e.g. when the MME knows that the actual load in DRA1 is higher than the actual load in DRA2, it may send the request to DRA2. Similary, when DRA2 knows that the actual load in DRA4 is higher than the actual load in DRA3, it may forward the request to DRA3. However, even when DRA3 knows that the actual load in HSS1 is higher than the actual load in HSS2, it must forward the request to HSS1 when the request concerns an UE that has its data stored in HSS1.
5.X.4
Summary
Dynamic Load Balancing is based on actual load information received from next hop Diameter Nodes. Values received must be comparable i.e. standardized. How and when Load Information is transmitted (periodically/ only when changed/ in every message) is ffs. Load Information received from a Next Hop Diameter Node must not be propagated to other nodes.
When Dynamic Load Balancing is in place, the following can be assumed:

· when one server reports overload (i.e. requests traffic reduction), other servers within the same load sharing group are more or less equaly overloaded. Consequently, it is not appropriate to divert messages that are rejected or otherwise throttled by an overloaded upstream node to other upstream nodes. This means that REQ 24 from IETF Draft draft-ietf-dime-overload-reqs-03 [4] is not valid or misleading.
5.2
Diameter Overload
5.2.1
Diameter Overload Problem
[Brief overview of overload in Diameter]
5.2.2
Limitations of Existing Mechanisms in Diameter

[Brief overview of the current mechanisms used in Diameter as per RFC6733 (e.g. use of error code “DIAMETER_TOO_BUSY”) and their limitations]

* * * Next Change * * * *

6.3.2.2
Overload status information to be carried
The following gives a set of considerations related to the overload status information to be sent.

Should the overload Metric, depending of the retained algorithm, take the form of: 

· a throttling factor (%);

-
an abstract indication of the overload status (e.g. very high, high, medium, small):

-
The abstract indication may be simpler (Today nodes generally manage a limited number of overload statuses) but it gives less precision (higher "quantification" error);

-
How should we test and validate a throttling algorithm with the precision of a percentage;

-
another type of indication.
Is a period of validity actually needed as some new overload status information will be transferred within certain periods and this acts as an end of period of validity of the previous overload information?

How a node defines the calculation of its overload is implementation dependent.

Regarding the way the overload status information is transferred, two possibilities are identified:

· Dedicated Diameter messages which may require a new Diameter application;

· Piggybacking of the overload information on existing applications messages.

Editor’s note:
3GPP is required to confirm which kind of overload transfer mechanism 3GPP is in favor of.
* * * Next Change * * * *

6.4
Diameter Node Behavior for Overload Mitigation

6.4.1
Introduction

[This section should provide a set of requirements regarding behaviour of client (e.g. MME, PCEF, etc.), Diameter agents (e.g. DRA, DEA, etc.) and servers (HSS, PCRF, OCF/CDF) in overload situations, using explicit or implicit overload indication.]
6.4.2
Load-balancing
Load Balancing is not an approriate means to mitigate overload since it reduces one server's (over)load at the expense of higher load for another server (which - when load balancing is in place - is probably as (over)loaded as the first server). See clause 5.X.
* * * Next Change * * * *

6.5
3GPP-IETF Requirements Gap Analysis
6.5.1
General 3GPP requirements

Requirements for Diameter overload in the context of the 3GPP applications using Diameter based interfaces refer to the requirements that are described in IETF Draft draft-ietf-dime-overload-reqs-03 [4].

The mechanism shall allow distinguishing between:

· Load information which allows upstream Diameter nodes to instigate actions to prevent overload such as load balancing. This should allow a more dynamic load balancing than relying on pre-configured weights, especially when a node restarts (and is thus not loaded at all);

· Overload information which, when transferred, allows upstream Diameter nodes to take overload control actions.

3GPP has the following requirements for the mechanism to convey the load/overload information between nodes:

-
Be the same whatever the Diameter applications;

-
Not to require a redefinition of existing Diameter applications (protocol), even though the application SW will have to be modified;

-
Involve Diameter end points and agents where relevant;

-
Support different overload scopes, e.g. traffic overload for a node, a realm, an application;

-
Negotiate an overload control algorithm with a default;

-
Allow some control on which load/overload information may be sent outside a PLMN;
-
To allow exchange of overload information between nodes that are connected by intermediaries that do not support the mechanism;
-
To allow exchange of load information between nodes that are not connected by intermediaries;
-
To allow extensibility.
Editor’s note:
3GPP acceptance of the above requirements and of the existing requirement list of IETF Draft draft-ietf-dime-overload-reqs-03 [4] is to be confirmed. Pending cases as well as possible new requirements need to be addressed.
* * * End of Changes * * * *
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