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1. Introduction

MAG and LMA can support different versions of the PMIPv6 IPv4 protocol stack, i.e. Control Plane A as specified in the RFC 5844 and Control Plane C as specified in earlier drafts of the RFC. A migration solution is needed so that MAGs and LMAs can be upgraded to support Control Plane A with minimum disruptions to user traffic. This discussion paper describes the benefits and drawback of such solutions.

The following interworking solutions are analyzed:

1. Self-detection using duplicated Heartbeat Request messages
2. Long-time idle period or Self-detection repetition timers

3. Path failure detection combined with the Heartbeat based self-detection method

4. ICMP based interworking

5. Configuration based solution
6. Double protocal stack support in the LMA

2. Self-detection using duplicated Heartbeat Request messages 
The postponed CR in C4-112536 describes a Heartbeat messaging based mechanism for interworking between network entities supporting different variants of PMIPv6 protocol stack as follows. Before initiating any PMIPv6 procedure with a peer PMIPv6 node (LMA), if the peer node (LMA) PMIPv6 version is unknown, a PMIPv6 node (MAG) shall send two Heartbeat Request messages to the peer node, one using Control plane A and another one using Control plane C. 

However, according to RFC 5847 Section 3 "A Heartbeat Request message can be sent only if the MAG has at least one proxy Binding Cache entry at the LMA for a mobile node attached to the MAG. If there are no proxy Binding Cache entries at the LMA for any of the mobile nodes attached to the MAG, then the Heartbeat message SHOULD NOT be sent." 

The SHOULD NOT requirement above can only be contradicted for some very good reasons and it is debatable if protocol stack interworking is a sufficiently strong reason to go against such a clear statement in the RFC. It should be recognized that this solution is rather 3GPP specific, as is the problem, but it still makes the PMIPv6 network elements even more 3GPP specific. CT4 should therefore re-evaluate if this solution is viable for interworking between PMIPv6 network nodes supporting different variants of the control plane stack.
3. Long-time idle period or Self-detection repetition timers

The long-time idle period timer mechanism is not needed at all and there is no need for any self-detection repetition timer either. Whenever there is a PMIPv6 connection established between the MAG and LMA the normal Heartbeat Request and Response messages are exchanged between them. If such a Heartbeat messages is lost the Path-failure detection is initiated. If there is no PMIPv6 connection at all established between the MAG and LMA, RFC 5847 specifies that the Heartbeat Request message SHOULD NOT be sent at all. 

There is no need for the Self-detection repetition timer. As explained above the MAG and LMA keep exchanging Heartbeat messages as long as there is at least one connection established between the MAG and LMA. When the last connection was released (e.g. during night time with no user traffic), there SHOULD NOT be any Heartbeat messages exchanged betweeen the MAG and LMA. Before the FIRST connection is established after such a no-traffic period the Self-detection method (if implemented) should be repeated. In this way e.g. an overnight upgrade of a network entity will be detected first thing in the morning.
4. Path failure detection with Heartbeat based Self-detection method

At failure of sending a PMIPv6 message, or when a Heartbeat Response message was not received, the PMIPv6 node (MAG) can initiate the Self-detection procedure based on duplicated Heartbeat Request messages described above. This extension to the Path failure detection procedure seems feasible if Self-detection using duplicated Heartbeat Request messages is implemented.
5. ICMP based interworking

If a MAG supports transport of PMIPv6 over IPv4 over both Control Plane A and Control Plane C protocol stacks, it could send the first PBU to a peer LMA node to UDP port 5436 (see IETF RFC 5844), which is used for the protocol stack of Control Plane A. If the LMA does not support Control Plane A, it returns an ICMP Destination Unreachable message (Type =3) with "port unreachable" (Code=3), see IETF RFC 792 and RFC IETF RFC 1122. If this happens the MAG can resend the first PBU to UDP port 4191 (see IETF RFC 5555), which is used for Control Plane C protocol stack and also sends subsequent PBUs to UDP port 4191.
Below is the list of issues and potential problems with the ICMP based interworking solution that were raised in tdoc 
C4-112242 in CT4#54bis. Every given argument is analyzed and further commented in order to clarify possibly ambiguous or misleading information given in C4-112242.

1. "As specified by IETF RFC, ICMP message is not guaranteed. There are various implementations that have the ability to disable ICMP messages generated by the router." 
· Virtually every implementation can do so, but that is an administrative decision and not something related to ICMP itself. This argument does not seem applicable in 3GPP operator networks, especially when it comes to the control plane, which is always isolated from public networks.

2. "Besides, any on path router can drop the ICMP message, to avoid any network congestion." 

· This argument does not seem correct, ICMP messages SHOULD NOT be dropped due to any network congestion. Normally the only reason for network administrators to force routers or firewalls to silently discard ICMP messages is "security" related. This argument does not seem to apply to 3GPP networks.

3. "Receiving an ICMP Destination Unreachable message does not mean the PMIP version is not supported by a peer PMIP node. This is because the ICMP message may be generated by any on-path router due to temporal network congestion; or…"

· This argument is misleading regarding on-path routers behavior:  LMA should use the ICMP error codes 2 = "protocol unreachable" or 3 = "port unreachable". These Error codes are generated by the host (i.e. the LMA in this case), as clearly stated in RFC792: “Codes 0, 1, 4, and 5 may be received from a gateway. Codes 2 and 3 may be received from a host.” The LMA is usually considered as a gateway but in case of control plane signaling it acts as a host. 
4. "…The ICMP message may be generated by the peer PMIP node due to temporal routing congestion."

· This argument is not applicable. With the ICMP based migration solution the network administrator would of course not set the peer PMIP node to generate ICMP messages due to temporal routing congestion. The proposed error codes are not related to congestion but lack of protocol or port availability at the end host.
Based on the analysis and additional information above the ICMP based solution is seen appropriate to be documented as one alternative interworking and migration solution in 29.275.
6.  Configuration based solution
MAG may optionally be configured to know which PMIPv6 protocol stack is supported by (all) the LMAs in their own network. All MAGs can also be configured to know which PMIPv6 protocol stack is supported by the LMAs of the roaming partners. MAG therefore is able to send PMIPv6 messages using the correct protocol stack per LMA. This alternative solution should be described as one possible implementation option.
7. Migration solution with double protocal stack support in the LMA

One alternative solution based on double stack support in the LMA was shortly described in the previous CT4 meeting and this migration solution is actually fully feasible. The solution is the following:

· The LMAs are upgraded in advance to support both Control Plane A and Control Plane C. The LMA of course sends PBAs using C as long as the MAG sends PBUs using C.
· The MAGs are upgraded to Control Plane A and starts sending PBUs using Control Plane A. The dual mode capable LMA replies by sending PBAs using Control Plane A (and LMA silently records that this MAG obviously has been upgraded) 

An example procedure how to migrate the PMIPv6 network to become RFC complient using this method is the following:
Migration from Rel-8 (stack "C" only) to Rel-9 (stack "C+A")

1. Begin migration of all LMAs to Rel-9 (supporting both stack "C" and stack "A").

a. Rel-8 MAGs will continue sending PBUs using stack "C" to the LMAs.

b. During the LMA migration procedure Rel-8 & Rel-9 LMAs will return PBAs using stack "C".

2. After all LMAs have been migrated to Rel-9, begin migration of all MAGs to Rel-9. 

a. During the MAG migration procedure Rel-8 MAGs will continue sending PBUs using stack "C" to the LMAs, and Rel-9 MAGs will send PBUs using stack "A" or stack "C" to the LMAs.

b. Rel-9 LMAs will return PBAs using stack "C" to Rel-8 MAGs, and will return PBAs using stack "A" (if stack "A" PBU received) or stack "C" (if stack "C" PBU received) to Rel-9 MAGs.

Migration from Rel-9 (stack "C+A") to Rel-10 (stack "A" only)

The assumption here is that the network has been upgraded previously from Rel-8 to Rel-9 as described above.
1. Begin migration of all MAGs to Rel-10 (stack "A" only). 

a. Rel-10 MAGs will send PBUs using stack "A" to LMAs.

b. During the MAG migration procedure Rel-9 LMAs will return PBAs using stack "A" (if stack "A" PBU received) or stack "C" (if stack "C" PBU received) to Rel-9 MAGs.

2. After all MAGs have been migrated to Rel-10, begin migration all LMAs to Rel-10 (stack "A" only).

a. Rel-10 MAGs will continue sending PBUs using stack "A" to LMAs.

b. During the LMA migration procedure, Rel-9 & Rel-10 LMAs will return PBAs using stack "A".

8. The scope of the solution

According to current proposals it should be realized that all the anticipated solutions implicitly apply to all PMIPv6 based interfaces (S2a, S2b, S5 and S8). This is one additional reason for making the solutions completely optional.

9. Conclusions
As shown above the Heartbeat based migration solution as described in C4-112536 is against the strict interpretation of RFC 5847 Section 3. CT4 should therefore re-evaluate if this solution is viable for interworking between PMIPv6 network nodes that support different variants of the control plane stack. 

The Long-time idle period or Self-detection repetition timers are not needed at all. The normal Heartbeat mechanims (possibly combined with the migration enhanced Heartbeat mechanism described above) are perfectly sufficient, see Clause 3 above.

The enhanced Path Failure Detection mechanism described in Clause 4 is applicable, if the Heartbeat based interworking solution is deemed appropriate in CT4.

The ICMP based solution described in Clause 5 and the Configuration based solutions in Clause 6 are feasible and could be described as optional solutions.
One recommended migration solution is described in detail in Clause 7 and is based on double protocol stack support in the LMA. It would also be agreeable to add a description of the configuration based solution described in Clause 6. 

	As a way forward, we believe that either of the following alternatives would resolve the given problem and also avoids mandating anything new to a frozen release:

A. Normative annex, which shall contain several alternatives, e.g. double stack support, the configuration alternative and possibly the heartbeat based method (if deemed appropriate by CT4).

B. Ordinary normative subclause, which shall contain several alternatives, i.e. double stack support, the configuration alternative and possibly the heartbeat based method (if deemed appropriate by CT4).

C. Informative annex, which contains one or more alternatives. 



