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1. Introduction
There are three open issues with respect to the Solution 4. In this P-CR we discuss the open issues and clarify the solution for these issues.
2. Reason for Change
Issue 1: Inconsistent state in SGW if Configured Node chooses the same SGW as the Non-Configured Node after the UE has reattached.
For the UEs which are forced to be reattached by the Non-Configured Node, there is a race condition if the same SGW is chosen by the Non-Configured Node after re-attach but before the SGW restoration is triggered by the Configured Node. The SGW which receives the Create Session Request from Configured Node may delete the PDN connections of the re-attached UE and accept the PDN connections which have become redundant due to UE reattach.
As a solution, we propose that the Non-Configured Node which rejects the NAS signaling from the UE should also send Detach Notification with cause ‘Complete Detach’ to the Configured Node. After receiving the Detach Notification, the Configured Node will delete the UE context. The Configured Node will not restore the SGW thus avoiding the race condition mentioned in the editor’s note. 

The procedure is as described in the figure below:
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As a rare race condition, the Configured Node receives Detach Notification after the SGW restoration has been triggered for the UE but before the S3 message reaches the Non-Configured Node informing the Non-Configured Node of the SGW restoration information. Under this condition, the Configured Node should delete such UE context by sending delete session request for each of the PDN connections thus cleaning up the PDN contexts in SGW and PDN GW. 
Proposal 1:

It is clarified in the below text that the Non-Configured Node sends Detach Notification when it forces the UE to reattach which triggers the Configured Node to delete the UE context if SGW restoration has not been initiated for the UE. If SGW restoration has been initiated for the UE, the Configured Node will initiate MME initiated Detach procedure as defined in 23.401.

Issue 2: Need for Rejection of Procedures triggered by UE in non-Configured Node
The solution 4 describes the solution with an assumption that the UE is in idle mode when the SGW failure occurs. For an active mode UE, the Configured Node or the Non-Configured Node will release the radio resources forcing the UE into idle mode. The handling of these UEs is as already described.

If Handover Required or SRNS Relocation Required message is received by the Configured or Non-Configured Nodes before SGW restoration can be completed, the Handover Required message or SRNS Relocation Required message is rejected by the Configured Node or Non-Configured Node. This forces the UE into idle mode. The handling of UE is as already described. 
During Inter-SGSN RAU procedure and inter-MME TAU procedure for ISR active UE, the new SGSN sends Context Request to old SGSN (while new MME sends context request to old MME). If the context request is received by the Non-Configured Node, the context request should be rejected (while sending detach notification to Configured Node). This forces the UE to reattach. If the context request is received by the Configured Node, the Configured Node indicates in context response that SGW restoration should happen and does not indicate ISR support. This allows the new node to restore SGW and indicate to the UE that ISR has been disabled. In this case the Non-Configured Node cleans up its UE context after the SGW restoration timer expires.
Proposal 2:

For Handover Required and SRNS Relocation Required procedures, we propose to reject the messages which forces the UE into idle mode. The handling of Idle Mode UEs is as described already.
For inter-RAT TAU/RAU, we propose that the Configured Node sends an indication which informs the target node to perform SGW relocation before completion of TAU/RAU. The Configured Node does not indicate ISR capability thus forcing the UE into non-ISR mode after the RAU/TAU. 
The Non-Configured Nodes reject the context request with ‘IMSI not found’, forcing the UE to reattach. The Non-Configured Node also sends the Detach Notification to the Configured Node.

Issue 3: Enhancements to PGW to delete hanging PDN connections
As described above, under certain conditions the Configured Node locally deletes the PDN connections without restoring the SGW. These PDN connections are left hanging in the PDN GW. However as described in solution 1 of SGW restoration without ISR, the PDN GW starts a timer upon detection of SGW failure. When this timer expires, all the PDN connections which have not been restored are deleted thus clearing up the hanging PDN connections.

Proposal 3:

The PDN GW initiates a timer after the SGW restoration is detected. After the timer expires, the PDN connections for which node restoration has not been performed, the PDN GW deletes these PDN connections.

Issue 4: Comparison Section: Solution 4 does not impact SGW 
As described above, neither the base solution nor the above mentioned additions impact SGW implementation. Hence we remove the SGW from the EPC nodes impacted.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TS <TS number and version>.
* * * First Change * * * *

6.5.3.4
Solution 4: Preconfigured Node to restore SGW
6.5.3.4.1
Description 

The solution is based on Solution 1 of SGW restoration without ISR. This involves MME or SGSN sending Create Session Request proactively to new SGW which then in turn sends Modify Bearer Request to PGW. The SGW and PGW behave as if inter-SGW HO has occurred. However because ISR is active, the UE may be in SGSN or MME service area and may trigger Service Request for uplink data. If the UE is not in the node which in triggering Create Session Requests then handling of such a request is tricky as a race condition can occur which can cause the PGW to receive modify Bearer Requests from 2 different SGWs one chosen by MME and other chosen by SGSN. The solution below describes how to resolve the race condition:
1)
Configuration: 
The operator configures either the MME or SGSN to take lead of choosing SGW and sending the Create Session Requests. For ease of description we call such a node configured to initiate SGW restoration as Configured Node and the other ISR associated node as Non-Configured Node. 
2)
Restoration by Configured Node:

When SGW failure is detected and Service Restoration procedure is triggered, the Configured Node initiates the process of SGW restoration as described in Solution 1 for non-ISR case (section 6.3.1). Additionally when ISR is activated, the Configured Node sends an S3 message carrying the new SGW's FQDN and the S4/S11 SGW F-TEID information to the other mobility management node (S4-SGSN or MME) where the ISR was activated.  
When SGW failure is detected by the MME/SGSN and PGW, the MME/SGSN and PGW start a timer for all the PDN connections impacted by the failure. Upon expiry of the timer, the MME/SGSN and PGW shall delete all the non-restored PDN connections.
3) Handling of UE initiated Service Request Procedure and TAU/RAU procedure:

During the time between SGW failure and SGW Restoration, there is a possibility that UE triggers a service request procedure and/or TAU/RAU procedure. If the UE is in the service area of the Configured Node, the node behaves as described in Step 1 of Section 6.5.3.2.1 (i.e. it relocates the SGW before informing the non-Configured node of SGW FQDN etc).

If the UE is in the service area of non-Configured Node, the non-Configured Node rejects the NAS signaling with ‘Cause #9: UE Identity cannot be derived by the network’ which triggers the UE to reattach. 
Additionally, the Non-Configured Node sends Detach Notification with cause ‘Complete Detach’ to the Configured Node. This triggers the Configured Node to locally delete the UE context. If the SGW restoration is completed for such a UE, the Configured Node shall delete the PDN connections for the UE. The PDN connections for such UEs which have been locally deleted will remain in PGW till the timer configured (as defined in step 1 of 6.3.1.1) expires. If the Configured Node has already restored the session when it receives the Detach Notification, the Configured Node should send Delete Session Request to clean up the PDN connections.
When an ISR enabled UE performs an inter-SGSN RAU or inter-MME TAU procedure, the context request for an RAU is sent to the ISR associated SGSN while the context request for TAU is sent to ISR associated MME. If the context request is received by the Non-Configured Node before the SGW restoration is completed by Configured Node, the context request should be rejected by the non-Configured Node with cause ‘context not found’. This forces the UE to reattach in the target node. Additionally, the non-Configured Node also sends Detach Notification to the Configured Node as described earlier.

If the context request is received by the Configured Node before the SGW restoration is completed, the context response contains an indication specifying that the ‘SGW Restoration is pending’. This indication will ensure that the target node will restore the SGW before accepting RAU/TAU. Additionally, the Configured Node should not indicate ‘ISR capability’, thus forcing the UE to be ISR disabled after the TAU/RAU procedure. In such a case the Configured Node deletes the UE context (as described in TAU procedure of 23.401 or RAU procedure of 23.060). However the UE context in the Non-Configured Node is deleted only after the SGW Restoration timer expires (as described in step 1).




6.5.3.4.2

Evaluation
6.5.3.4.2.1

Pros

This subclause lists the pros of solution 6.5.3.4 as following:

Minimized interruption of Network Triggered Services: When the SGW fails the MT services are impacted as UP packets cannot be tunneled to eNodeB. However, when MME or SGSN triggers the service restoration by relocating SGW, the service interruption is reduced. .

6.5.3.4.2.2

Cons
This subclause lists the cons of solution 4 as following:
Some UEs are forced to reattach: When the UEs initiate Service Request in non-Configured Node, the UE is forced to reattach which delays the UE initiated service request by the duration required for re-attach. However this only happens for those UEs which are ISR enabled UEs and which are impacted by SGW failure and which initiate UE initiated Service Request before the Configured Node could trigger SGW restoration. This leads to a delay in MO service request for such UEs.
Hanging PDN connections: It is possible that the same PDN GW is not chosen by the non-configured node. In this case the old PDN GW will be left with some hanging PDN connections which will have to be deleted by having a idle timer. 

MT Call service interruption: The MT services cannot be delivered to the UE for the period between the SGW failure and SGW restoration by configured node or service request by the UE.
* * * Next Change * * * *

7.5.2.1
Comparison of proposed solutions for SGW failure if ISR is activated

Table 7.5.2.1-1 comparison of each solution proposed in subclause 6.5.3 
	
	Solution 1 : Deactivate ISR state
	Solution 2 : Maintain ISR state
	Solution 3: 
	Solution 4

	Background
	In this solution, the ISR will be deactivated in the TAU/RAU procedure which was triggered by the P-TMSI/GUTI Reallocation procedure
	The ISR can be maintained by sending an alternative SGW information to the associated MME/S4-SGSN.
	In this solution, the ISR will be deactivated in the TAU/RAU procedure which was triggered by the P-TMSI/GUTI Reallocation procedure for the connected UE. 
	In this solution, the Configured Node initiates the SGW restoration. If UE initiates service request in non-configured node, the UE is forced to re-attach.

	EPC nodes impacted
	MME/S4-SGSN, PGW
	MME/S4-SGSN, SGW, PGW
	MME/S4-SGSN, SGW, PGW
	MME/S4-SGSN,  PGW

	Existing EPC procedure impacted
	None
	None
	None
	None

	Existing EPC procedure dependency
	None
	None
	None
	None

	Existing EPC signalling impacted
	None
	None
	None
	None

	new EPC signalling required
	None
	The S3 message that carries SGW FQDN and F-TEID information as well as its response message is needed
	None
	The S3 message that carries SGW FQDN and F-TEID information as well as its response message is needed.

	Additional EPC resources required
	None
	None
	None
	Additional PDN resources due to hanging PDN connections.

	RAN resources impacts
	Possible RAN Overload
	None
	None
	None

	Impacts on EPC services after SGW restart/failure 
	None
	None
	None
	None

	Roaming impacts
	PGW need maintain the UE context after SGW restart/failure
	PGW need maintain the UE context after SGW restart/failure
	PGW need maintain the UE context after SGW restart/failure
	PGW need maintain the UE context after SGW restart/failure

	Other merits
	None
	None
	None
	None

	Other drawbacks
	There may be some hanging PDN connections in the associated MME/SGSN.
	None
	None
	Those ISR enabled UEs which perform Service Request and TAU/RAU in non-configured node between the time of SGW failure and SGW restoration may have to reattach


* * * End of Changes * * * *
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