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1. Background
As discussed and agreed in CT4 54 Malta meeting, a PMIP self-detection solution is preferred for the PMIP protocol stack migration in TS 29.275 release 9. The discussion paper presents more details of the PMIP self-detection solution. 
2 Self-Detection Solutions

2.1 ICMP solution

In last CT4 meeting, there is a solution proposed by ZTE discussion paper (C4-112024). 

Based on this proposal, if a MAG supports transport of PMIPv6 over IPv4 with both Control Plane A and Control Plane C protocol stacks, it shall send the first PBU message to a peer LMA node either to UDP port 4191 for Control Plane C protocol stack, or to UDP port 5436 for Control Plane C protocol stack. The choice of which UDP port to send the first PBU may be configurable. If the LMA does not support the received protocol stack, it shall return an ICMP Port Unreachable message (Type =2) with "port unreachable" (Code=3) as specified in IETF RFC 792 and IETF RFC 1122. The MAG shall then resend the PBU message to the UDP port corresponding to the other protocol stack, and also send any subsequent PMIP messages, going to that same peer node, to the same UDP port, i.e., using the same protocol stack.
2.2 Dual PBU messages

At PDN connection establishment, a PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network, shall send the first PMIPv6 Binding Update message in two formats, the first format is using control plane A and the second format is using control plane C. The two messages are identical except that different control plane protocol stacks are used and the value of Timestamp (and Sequent Number) IE may not be same. 

If the receiving node (LMA) supports only one of the PMIPv6 control planes over IPv4, it shall response using the supported PMIPv6 control plane. The MAG shall store the supported PMIPv6 control plane of the peer PMIP node (LMA) and use the same PMIPv6 control plane when sending the all subsequent PMIPv6 messages with the same peer node.
If the receiving node (LMA) supports both PMIPv6 control plane A and C, and if the first received PBU message is accepted, the later received PBU message will be considered as binding extension as the PDN connection is uniquely identified by the same MN ID, the same APN, and optionally a same PDN connection ID. 
Of cause, the LMA shall send the PMIPv6 response message using the same PMIPv6 control plane which the PMIPv6 request message is received.
If two PBA messages are received with PMIPv6 control plane A and C from the same peer PMIPv6 node (LMA), the MAG shall store the PMIPv6 control plane A as the supported version by the peer PMIP node (LMA) and use the same PMIPv6 control plane A when sending the all subsequent PMIPv6 messages with the same peer node.
This solution requests a specific message handling at MAG only if both PMIPv6 versions are supported and enabled at the same time. But the specific message handling is only needed if the peer nodes PMIPv6 version is unknown. 

2.3 Two Heartbeat messages

Similar as the “dual PBU message” solution, a PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network, shall send two PMIPv6 Heartbeat messages in two formats to the peer node, one using control plane A and another using control plane C. 
If the peer node (LMA) supports one of the PMIPv6 control planes over IPv4, only one Heartbeat response message can be received from the peer node. 

If the peer node (LMA) supports both PMIPv6 control plane A and C, two response messages may be received. If two response messages are received from the same peer PMIPv6 node (LMA), only the response message in PMIPv6 control plane A shall be taken into consideration. 
This solution requests a specific Heartbeat message sending procedure at dual stack MAG if both PMIP versions are supported and enabled at the same time. 

2.4 Discussions 

The benefit from ICMP based solution is that it does not have any standardization impacts. The IP router procedures of sending or receiving ICMP are already specified by IETF and referred by PMIP RFC. 

However, there are a few drawbacks from the ICMP based solution:

· As specified by IETF RFC, ICMP message is not guaranteed. 
· There are various implementations that have the ability to disable ICMP messages generated by the router. 
· Besides, any on path router can drop the ICMP message, to avoid any network congestion. 
· Receiving an ICMP Destination Unreachable message does not mean the PMIP version is not supported by a peer PMIP node. This is because 

· The ICMP message may be generated by any on-path router due to temporal network congestion; or

· The ICMP message may be generated by the peer PMIP node due to temporal routing congestion.

· If an ICMP message has been blocked, the MAG has to perform retransmission according to the RFC. The retransmission timer is specified in RFC3775 as InitialBindackTimeoutFirstReg (1.5 seconds) for the initial binding updates. The MAG shall try the retransmission until MAX_BINDACK_TIMEOUT (32 seconds). Once retransmission is failed, try another PMIP version. This may add a longer delay for session setup, which can be an issue for the upper layer session (e.g. IMS) at inter-MAG handover case.

· If an ICMP message is sent due to temporal routing congestion, an incorrect decision may be made by the MAG. For instance, the MAG may believe the peer node does not support the PMIP version. Then the MAG may send the PMIP message by using another PMIP version control plane. If the peer node does not support the other PMIP version control plane, the path failure procedure may be applied by the MAG incorrectly which may release all existing PMIP sessions with the same peer node. 

· Therefore using an ICMP Destination Unreachable message for peer node PMIP version detection may lead to the incorrect result, which adding extra time delay of the PMIP session establishment or it may result PMIP session establishment failure.

The “dual PBU message” solution and the “two heartbeat message” solution have no impacts on LMA implementations. It only requests a specific message handling at a dual stack MAG only if both PMIP versions are supported and enabled at the same time. But the specific message handling is only needed at the very first message round-trip between the peer nodes

3. MAG procedure consideration 
3.1 MAG Initial detection

At PDN connection establishment, if a peer PMIPv6 node (LMA) PMIP version is unknown, a PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network, shall initiate the “dual PBU message” PMIP version detection procedure. 

Once the peer node PMIPv6 version is detected, the supported PMIPv6 version of the peer PMIPv6 node (LMA) shall be stored by the MAG. And all subsequent PMIPv6 messages with the same peer node shall be sent by using the same PMIPv6 control plane.
3.2 Long-Idle timer
After the MAG initial detection, it may have a long idle period between the two PMIP peers, meaning no established PMIP sessions between the MAG and the LMA. During the long idle period, it is very possible to have the LMA upgraded from draft version to RFC version PMIP control plane, without notifying the peer MAGs. This can be a problem if the dual stack MAG still believes the detection result from the Initial Detection.

Therefore, after the MAG initial detection, the MAG shall maintain an implementation specified Long-Idle timer per peer node. At the Long-Idle timer expiry, the stored peer node PMIPv6 version may be removed, which the peer PMIPv6 node (LMA) PMIP version becomes unknown. 

By removing the stored PMIP version of the peer PMIPv6 node (LMA), the “dual PBU message” PMIP version detection procedure will be triggered at establishing a PDN connection with the PMIPv6 node (LMA).

3.3 Path Failure 
In a migration network, after PMIP version detection, the failure of sending a PMIPv6 message may due to the peer node upgrading or peer node unreachable. 
Therefore before applying the path failure procedure, the PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network, shall initiate the PMIP version detection procedure. The path failure procedure shall be applied only after a limited number of re-transmission over both control plane A and C. 
This new path management procedure applies to the following cases:
· When failure of sending a PBU message, the PMIPv6 node (MAG) shall initiate the “dual PBU message” PMIP version detection procedure.
· When failure of sending a Heartbeat request message, the PMIPv6 node (MAG) shall initiate the “two Heartbeat message” PMIP version detection procedure.
3.4 LMA restart 
If an unsolicited PMIPv6 Heartbeat Response message is received by a dual stack MAG, the MAG shall store the PMIP version supported by the peer PMIP node (LMA) and use the same PMIPv6 control plane when sending the all subsequent PMIPv6 messages with the same peer node.
4 LMA procedure consideration
One specific use case is that in a migrating network, after the initial PMIP version detection procedure has been performed, a LMA may be upgraded from draft version to dual stack version or RFC version. This requires the peer node MAG to perform the PMIP version detection procedure again.

If the LMA is upgraded with a node restart, the after-upgrade LMA may send an unsolicited PMIPv6 Heartbeat Response message with the incremented Restart Counter to all the PMIPv6 nodes that had previously established PMIPv6 sessions.
If the LMA is upgraded without a node restart, the after-upgrade LMA should send one unsolicited PMIPv6 Heartbeat Response message per supported PMIP version to all the PMIPv6 nodes that had previously established PMIPv6 sessions.
5. Recommendation
As discussed above, the following MAG procedures shall be supported by a PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network:

· Self-Detection procedure

· At PDN connection establishment, if the peer node (LMA) PMIPv6 version is unknown, a PMIPv6 node (MAG), which supports both PMIPv6 control plane A and C over an IPv4 transport network, shall send the first PMIPv6 Binding Update message in two formats, the first format is using control plane A and the second format is using control plane C. The two messages are identical except that different control plane protocol stacks are used and the value of Timestamp (and Sequent Number) IE may not be same. 

· If only one PBA message is received from the peer PMIPv6 node (LMA), the MAG shall store the PMIPv6 control plane using by the PBA message as the supported PMIPv6 version by the peer PMIPv6 node (LMA) and use the same PMIPv6 control plane when sending any subsequent PMIPv6 messages with the same peer node.

· If two PBA messages are received with PMIPv6 control plane A and C from the same peer PMIPv6 node (LMA), the MAG shall store the PMIPv6 control plane A as the supported version by the peer PMIP node (LMA) and use the PMIPv6 control plane A when sending any subsequent PMIPv6 messages with the same peer node.
· Long-Idle timer

· It is optional to start a per peer node long-idle timer after the self-detection procedure is completed. The value of the long-idle timer is implementation specified. The timer shall be reset if there is any PMIPv6 signalling communication with the corresponding PMIPv6 peer node. 

· At the Long-Idle timer expiry, the stored peer node PMIPv6 version shall be removed. 
· Path failure detection

· At failure of sending a PBU message, the PMIPv6 node (MAG) shall initiate the self-detection procedure as specified in subclause 7.x.2.1. 

· At failure of sending a Heartbeat message, the PMIPv6 node (MAG) shall send two PMIPv6 Heartbeat messages in two formats to the peer PMIPv6 node (LMA), one using control plane A and another using control plane C. 
· After the limited number of retransmission of the PBU or Heartbeat message over both control plane A and C is failed, the path dailure is detected. The restoration procedures specified in 3GPP TS 23.007 [13] shall be applied.

The following after-upgrade LMA procedure, which the PMIPv6 protocol stack has been upgraded from supporting control plane C to supporting control plane A or to supporting both A and C, shall be supported in a migration network, which may have PMIPv6 nodes (MAG) supporting both PMIPv6 control plane A and C over an IPv4 transport network:

· If the supported PMIPv6 version of a PMIPv6 node (LMA) has been changed from supporting control plane C to supporting control plane A or to supporting both A and C, the LMA should send one unsolicited PMIPv6 Heartbeat Response message using PMIPv6 control plane A to all PMIPv6 peer nodes (MAG) which had previously established PMIPv6 sessions.
It is recommended to add the above PMIP self-detection procedure into TS 29.275.























































