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1. Background
In TS 29.275 release8, the PMIP control plane protocol stack is specified based on IETF PMIP draft"IPv4 Support for Proxy Mobile IPv6", draft-ietf-netlmm-pmip6-ipv4-support-17. This IETF draft has been updated into RFC5844 in 2010 May. IETF has updated the PMIP control plane protocol stack in RFC5844 which has been used as baseline of TS 29.275 Release9/onward. As discussed and agreed in the last CT4 meeting, the PMIP control plane protocol stack in TS 29.275 Release9/onward has to be updated based on RFC5844. However this update of the PMIP control plane protocol stack is non-backward compatible. To avoid PMIP communication problems, a migration solution may be needed.

The discussion paper presents a few possible alternatives for the migration path. The conclusion of the migration path will have an impact on which migration solution shall be selected.
2. Migration path for 3GPP access
There are multiple migration paths can be selected depends on the operator’s requirement. 
2.1
Alternative 1: Upgrade all PMIP nodes to RFC based PMIP protocol stack within one night
Software upgrade on all PMIP nodes from draft based to RFC based within a very short time. With limited system downtime, the network can be migrated into the new PMIP protocol stack at same time.

Pro:

· No impacts on non-PMIP node

· Quick migration path (One step migration)
Cons:

· Limited system downtime

· All nodes have to be upgraded together

Conclusion: No extra migration solution is needed.

2.2
Alternative 2: Two steps migration
With this alternative, the operator can keep the draft based PMIP nodes for a longer time. When adding new PMIP nodes into the network, the new PMIP nodes (LMA and/or MAG) must be capable to support both RFC based and draft based PMIP protocol stack simultaneously. 
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Figure 1 Migration– step 1
As showing in figure 1, LMA 1 and MAG 1 are draft based PMIP nodes. Step 1 of the migration path is to add LMA 2 and MAG 2 which is dual stack supported. Both MAGs can communicate with the two LMAs without any problem. 
With this alternative, the added new PMIP nodes can be part of the existing PMIP network for the purpose of serving different PDN, or load sharing, or system redundancy, etc. There is also no mobility issue between MAG1 and MAG2 coverage. 

However, to avoid communication problem at the very first time, an indicator may be needed at the new MAG before sending the very first PMIP message to a specific LMA. This indicator may also need to be forwarded to the target system at mobility procedure. In this step the indicator shall inform the MAG2 either draft protocol stack shall be applied or any protocol stack shall be applied.
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Figure 2 Migration– step 2

Step 2 of the migration path is to add LMA3 and MAG3 which is RFC stack supported when the draft based PMIP nodes has been removed (or upgraded) completely. This is to avoid the interworking and mobility problem between LMA1/MAG1 and LMA3/MAG3. 

Same as step1, to avoid communication problem at the very first time, an indicator may be needed at the MAGs before sending the very first PMIP message to a specific LMA. This indicator may also need to be forwarded to the target system at mobility procedure. In this step the indicator shall inform the MAG2 either RFC protocol stack shall be applied or any protocol stack shall be applied.

Pro:

· All the new PMIP nodes and old PMIP nodes can communicate to each without another problem. 

· The PMIP node upgrade can be taken one by one

· No system downtime

Cons:

· Longer migration path

· Two steps migration

· In step 1, new developed PMIP node has to support both draft based and RFC based protocol stack simultaneously
Conclusion: Migration solution may be needed. No extra indicator is needed at GW selection. But a new indicator may be needed to inform the dual stack MAG when applies PMIP control plane over an IPv4 transport network. The indicator shall be defined as “Draft version”, “RFC version”, or “both”.
2.3
Alternative 3: Adding new PMIP nodes (LMA and/or MAG) which is RFC stack supported only
With this alternative, the operator can keep the draft based PMIP nodes for a longer time. When adding new PMIP nodes into the network, the new PMIP nodes (LMA and/or MAG) can be capable to support RFC based PMIP protocol stack only. 
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Figure 3 Migration path 3

As showing in figure 3, LMA 1 and MAG 1 are draft based PMIP nodes. LMA 2 and MAG 2 are the new PMIP node which is RFC based only. There is no communication between LMA1 and MAG2 or between LMA2 and MAG1 due the incompatible issue of the supported PMIP protocol stack. 

With this alternative, the added new PMIP nodes become a separated PMIP network from the existing PMIP network. There is no interworking and mobility between the two networks. An extra indicator has to be added at GW selection procedure. This indicator may also need to be forwarded to the target system at mobility procedure. 

The indicator shall be per UE based.
Pro:

· No system downtime

· One step migration

· New PMIP node is not required to support PMIP draft which is ultimately shall be removed from 3GPP.
Cons:

· Two separated network to maintain.

· No load sharing, interworking and mobility between the two networks. 

Conclusion: Migration solution shall be needed.

2.4
Alternative 4: Dual stack LMA
With this alternative, the LMAs are upgraded to dual stack as step 1. Then RFC based MAG may be added slowly. 

[image: image4.emf]IPv4 transport network

MAG 1

(draft based)

LMA 1

(draft based &

RFC based)

MAG 2

( RFC based)

MAG 2

( RFC based)

LMA 2

(draft based &

RFC based)

LMA 2

(draft based &

RFC based)


Figure 4 Migration– path 4
Conclusion: As showing in figure 4, any MAG can communicate with any LMA in the network. There is no need for any migration solutions. 

2.5
Alternative 5: Dual stack MAG
With this alternative, the MAGs are upgraded to dual stack as step 1. Then RFC based LMA may be added slowly. 
As showing in figure 5, the MAG can communicate with any LMA in the network. but same as alternative 2, the MAG may need an indicator of the peer node PMIP version before the very first communication. 
Conclusion: Migration solution may be needed. No extra indicator is needed at GW selection. But a new indicator may be needed to inform the dual stack MAG when applies PMIP control plane over an IPv4 transport network. The indicator shall be defined as “Draft version”, “RFC version”, or “both”.
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Figure 4 Migration– path 4
3. Roaming considerations
3.1
Roaming out
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Figure 4 Roaming out
In case roaming out use case, the home PLMN is the migration network which has two different PMIP versions PGW supported. The visit PLMN may be a draft version PMIP network (vPLMN1) or a RFC version PMIP network (vPLMN2).

As showed in figure 4, the LMA1 is going to have an interworking issue if the UE is roaming into vPLMN2. Therefore LMA1 can not be the roaming GW if the UE is roaming in vPLMN2. Only LMA2 can be used for roaming use case. 

As the MAG is always the message initiator, the LMA 2 will always knows which protocol stack shall be applied when response. There is no need for any additional indicator or configurations in both home network and visit network. 

3.2
Roaming in
In case roaming in use case, the visiting PLMN is the migration network which has two different PMIP versions SGW supported. The home PLMN may be a draft version PMIP network (hPLMN1) or a RFC version PMIP network (hPLMN2).

As showed in figure 5, the MAG1 is going to have an interworking issue with LMA2 in hPLMN2 if the UE moves into its coverage. Therefore MAG1 can not be the roaming GW if the UE’s home network is hPLMN2. Only MAG2 can be used for a roaming UE regardless which home PLMN it is. 
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Figure 5 Roaming in
4. Non-3GPP access considerations
In non-3GPP access, the access GW (MAG) selection is done in different ways. 

With S2b PMIP, the ePDG is the MAG. For dynamic ePDG selection, the standard DNS mechanism is used by the UE in order to retrieve the ePDG IP address. The input to the DNS query is an ePDG FQDN as specified in 3GPP TS 23.003. The ePDG FQDN contains a PLMN ID as Operator Identifier.

In eHRPD access which S2a PMIP is used for EPC interworking, the HSGW is the MAG. The HSGW selection is based on some kind “static configuration” table in the access network (AN).

To avoid interworking issue with a migrating EPC network, the non-3GPP access MAGs and ePDG must be upgraded to dual stack based PMIP version before adding any RFC based PGW in the EPC network. Otherwise, UE impacts and non-3GPP radio access impacts can not be avoided. 
5. Conclusions
As discussed above two conclusions can made as follows: 

· Conclusion 1 with migration path for 3GPP access
· Alternative 1 is an easy and quick solution. It also does not require any standardization work. 

· Alternative 2 is very possible as it provides a smooth migration path. With this alternative, there is no need to add any extra indicator for GW selection. But a new indicator may be needed to inform the dual stack MAG (supporting both RFC based and draft based PMIP version) when applies PMIP control plane over an IPv4 transport network with a peer PMIP (LMA) node at very first time. 
· Alternative 3 is unlikely to happen due to the interworking and mobility issue and the maintenance work of two networks at same time. 

· Alternative 4 does not require any standardization work. 

· Alternative 5 is very similar as alternative 2. A same or similar migration solution may be needed. 

· Conclusion 2 with roaming consideration
· In both roaming in and roaming out use case, to avoid interworking and mobility issue, only the dual stack PMIPv6 node (supporting both RFC based and draft based PMIP version) can be used for communication with a roaming partner network.
· Conclusion 3 with non-3GPP access consideration

· To avoid any UE impacts and non-3GPP radio access impacts, the non-3GPP access MAGs must be upgraded to dual stack based PMIP version before adding any RFC based PGW in the EPC network.
· Only the dual stack non-3GPP access MAGs (supporting both RFC based and draft based PMIP version) can be used for communication with a roaming partner network.

Considering all conclusions above, only the dual stack PMIPv6 node (supporting both RFC based and draft based PMIP versions) shall be taken into consideration when discussing the migration solutions. A new indicator may be needed to help the dual stack MAG (supporting both RFC based and draft based PMIP version) when applies PMIP control plane over an IPv4 transport network with a peer PMIP (LMA) node at very first time.
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