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1. Introduction
As part of the study of "EPC Node Restoration", we decided to study following two scenarios for various EPC nodes.
a. EPC node failure with restart

b. EPC node failure without restart

The EPC node failure with restart scenarios are well understood and well defined, including the definition, detection and the consequences. However, EPC node failure without restart is not currently well defined by the TR 23.857. This PCR is aimed at defining various aspects of the same and proposes one of the possible solutions.

2. Reason for Change
Various aspects, as listed below, for the MME failure without restart needs to be defined.
·     Definition

·     Assumptions

·     Detection methods
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.857 v1.3.0.
* * * First Change * * * *

5.2.3
MME failure without Restart


5.2.3.1 Definition

The state under which the MME is not capable of handling any session management signaling for new and existing session, and path management signaling, for a pre-defined duration, is termed as MME failure without restart. The failure without restart could take place due to the following possible reason:

·     Temporary hardware failure at MME, which last for unacceptably longer duration

·     Permanent hardware failure at MME

5.2.3.2 Consequences
Following are the consequences of MME failure without restart

·     Loss of subscriber session: All the active sessions and corresponding information at the MME, before failure, would be lost. Hence, this results in inability to deliver the EPS services to the correspondingly affected subscribers.

·     Reduced network capacity: The overall capacity of the network, to handle subscriber session, reduces by the MME node's session capacity.

5.2.3.2 Other Aspects

·    Frequency of MME failure without restart: The most probable cause for the MME failure without restart is hardware failure. The frequency of the same, as compared to MME failure with restart, would be relatively low. However, the impact of the MME failure without restart is same or more severe than MME failure with restart. Hence from the restoration procedure point of view, the frequency of MME failure with and without restart is immaterial.

·    MME node with multiple IP addresses over S11 interface: A single MME node may use more than one IP address over S11 interface. However from SGW perspective, each IP address corresponds to different MME node. Hence, single MME node with multiple IP addresses would be considered as multiple MME nodes by the SGW. E.g. The SGW has to initiate path management procedure per MME S11 IP address to detect MME failure with restart. Similarly, the SGW would initiate MME failure without restart detection mechanism per MME S11 IP address.
5.2.3.3 Detection

Here, we describe various methods for detecting the MME node failure without restart over S11 interface.
5.2.3.3.0 Assumption
Following assumptions are 

·    Reasonably reliable IP connectivity over S11 interface: The S11 interface, between MME and SGW, is always part of the HPLMN. The MME and SGW anchoring the session for a particular UE and the network interface between them are always managed by the same operator. Hence, it is fair to assume that the operator provides and ensures reasonably reliable network and IP layer connectivity over S11 interface. 

·    MME downtime: Depending upon the MME node's reliability characteristics, the unscheduled downtime of the MME node can be estimated with reasonable accuracy. E.g. The MME with reliability of 99.999% cannot have downtime of more than 5.26 minutes per year.

5.2.3.3.1 Method I: Using path management message

Following counters and configurations at the SGW are used for this method.

T-Echo-Interval: The time interval between two echo request messages over S11 interface. This parameter is configured at the SGW.

N-Echo-Failure: Per MME N-Echo-Failure counter is maintained by the SGW to count the consecutive number of echo request failure, which are not responded by the MME.

N-MME-Max-Echo-Failure: This is maximum allowed consecutive echo request failure (i.e. echo requests which are not responded by the MME), per MME before the MME can be considered as failed without restart. This value is configured at the SGW depending upon the Echo-Interval, the MME node's unscheduled downtime estimation and based on the reliability of the IP layer connectivity. E.g. For the maximum value of MME node's unscheduled downtime of 5.26 minutes per year and the Echo-Interval 60 seconds, the approximate value of N-MME-Max-Echo-Failure could be 6, considering the most reliable IP layer connectivity. This value is configured higher, accounting for the loss of messages depending upon the reliability of IP layer connectivity 
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Figure 5.2.3.3.1-1: Using Path Management messages to detect MME failure without restart

1)
MME is in healthy condition and capable of handling session management and path management procedures for the new and existing subscriber session. We term this as MME in "Active" state. N-Echo-Failure count is set to "0".

2)
The SGW initiates path management procedures and sends "echo request" message to the MME S11 interface IP address, after configured time interval – "T-Echo-Interval". Please refer to section 20 of 3GPP TS 23.007 [2].

3)
If the MME is "Active", it shall respond to the "echo request" by sending "echo response" message to the SGW.

4)
If the "echo response" or "echo request" message is received from the MME, SGW compares the "restart counter" value as received in the message. 

The change in the "restart counter" value signifies MME has failed and restarted. The corresponding procedure to handle "MME failure with restart" is executed by the SGW. Once completed, the procedure from step 1 is executed by the SGW.


If there is no change in the "restart counter" value, then the MME is in healthy condition and there is no MME failure. The procedure from step 1 is executed by the SGW.

5)
If SGW does not receive any "echo response" or "echo request" message, the N-Echo-Failure count is incremented. 

6)
The N-Echo-Failure count value is compared with the N-MME-Max-Echo-Failure count value. If limit is not reached, the SGW executes procedure from step 2.

7)  If the N-Echo-Failure count has exceeded the configured value of N-MME-Max-Echo-Failure count, the MME failure without restart is detected by the SGW.
* * * Next Change * * * *
5.3.3
SGSN failure without Restart


Please refer to sub-clause 5.2.3 MME failure without Restart with appropriate substitution of terminology as given below.
· MME ( SGSN;
· S11 ( S4; 
* * * Next Change * * * *
5.4.3
SGW failure without Restart


Please refer to sub-clause 5.2.3 MME failure without Restart with appropriate substitution of terminology as given below.
· MME (SGW;
· SGW ( MME or PGW depending upon the node detecting failure without restart;
· S11 ( S11 or S5 depending upon the node detecting failure without restart; 
* * * Next Change * * * *
5.5.3
PGW failure without Restart


Please refer to sub-clause 5.2.3 MME failure without Restart with appropriate substitution of terminology as given below.
· MME (PGW;
· S11 ( S5; 
* * * End of Changes * * * *
