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1. Introduction
Currently, most of the Ethernet based mobile networks are operating on 1000Base-T/X physical links. Using 10GBase connectivity may be too expensive for the years to come and does not seem justified for few Gbps traffic.
Therefore, for traffic bandwidth exceeding 1Gbps on a certain link, network operators may prefer to deploy multiple 1000Base-T/X links using Ethernet Link Aggregation.

· Ethernet Link Aggregation has the following advantages:
· Simple to extend, as IP addressing, etc. does not change;
· Extendable (further links can easily be added) and robust (due to LACP protocol);
· Standardized (IEEE802.1AX-2008), widely available and cheap.
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2. Problem
Currently, 3GPP TS 29.281 (GTP-U spec) defines that the UDP Destination Port number for all GTP-U messages, including encapsulated T-PDU shall be 2152. In case of Ethernet link aggregation or ECMP routing all WCDMA Iu-PS or LTE S1-U traffic might have same IP addresses and the same UDP port (2152). It is only the GTP TEID that is different per bearer and that could be used to correctly deliver the traffic. Many routers however are GTP agnostic and do not support the use of TEID to distribute traffic. So, below is the problems identification:

· All packets will show identical Ethernet MAC addresses (same physical interfaces used)

· All packets will show identical IP addresses (10.10.10.10 and 20.20.20.20 either as source and destination)

· All packets will show identical UDP port numbers (2152 as destination)

Thus typical load balancing algorithms in routers will fail and all packets will be transmitted via the same physical Ethernet link capacity of the aggregated link effectively goes down to 1 Gbps.
3. Solution alternatives
An RNC or an SGSN could implement proprietary solution(s) but this wouldn‘t solve the problem for the routers.
Existing workaround is to deploy multiple (loopback) IP addresses in the devices, but this also increases network configuration complexity (in addition quite a few IP addresses are needed to ensure proper balancing).
One of the simplest solutions would be permitting GTP-U entities to optionally negotiate GTP-U port numbers or port number range, in addition to the default port number 2152. This may be done either with some suitable control plane message, or by specifying a new user plane message. The feature however should be configurable and should be used mainly within a given PLMN, because GTP-aware firewalls may not let through traffic to other port, then 2152.
Negotiating the extended port range between RNC/eNB and SGSN/SGW via control plane will require amendments to RANAP/S1AP protocols and for the eNB-SGW case also to GTPv2 across S11/S4. Therefore, both CT4 and RAN3 need to be involved.
Negotiating the extended port range between RNC/eNB and SGSN/SGW via user plane will require amendments only to GTPv1-U spec (TS 29.281), which is under CT4 control, but this may have bigger implication on the UP implementation, then the above CP option.
4. Proposal

It is proposed to agree on an optional control plane feature for Rel-11 and send an LS to RAN3. This will require Rel-11 CRs to RANAP, S1AP, GTPv1-C and GTPv2 specs.
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