
3GPP TSG CT4 Meeting #53
C4-111049
Tallinn, Estonia

9th – 13th May 2011
Source:
Nokia Siemens Networks
Title:
Detecting an EPC node failure without restart
Spec:
3GPP TR 23.857

Release:
Rel-11

Agenda item:
6.2
Document for:
Decision

1. Intro
Subclause 7.8 "Path Failure" in TS 29.274 reads:

Path failure is detected only by using Echo Request / Response messages… GTP shall also notify the upper layer of the path failure, so that PDN connections or PDP contexts associated with this peer's IP address may be deleted.
That is, currently if a GTPv2 entity detects path failure, it may opt to delete all Bearer/PDP contexts. This option apparently is valid also for e.g. an SGW, if the SGW detects a path failure towards an MME. The above statement however does not elaborate if the SGW may retain S5/S8 bearers, or not. In other words, such details are left to implementation.

TR 23.857 often mentions EPC node failure without restart, but does not specify how to detect such failures. Failed EPC node may restart quickly, but it also may not restart for a considerably long time. In either case, a reliable detection of an EPC node failure (EPC node outage) is relevant. One of the proposed detection methods offers to use path failure for detecting an EPC node failure. This option is already covered by the above quoted statements and therefore does not need further enhancements.

Another proposal offers to use O&M for EPC node failure detection. The merit of this proposal is that it decouples two completely independent events: the path failure from the node failure.

Before discussing the ways for detecting and handling the EPC node it's useful to examine the network behavior during the period of time when a path is down.
2. Discussion
Let's look into the use case, when a path between an SGW and an MME or an S4-SGSN is temporarily broken. For such case, the above quoted option has a grave deficiency:

1. MME/S4-SGSN is up and running, but an SGW detects the path failure.

2. If ISR is inactive, then SGW may delete all bearers towards the MME/S4-SGSN.

3.  The path becomes operational.

4. SGW and most probably also the PGWs have lost all bearers originating from the healthy MME/S4-SGSN.

5. It will take lots of time and signaling to restore services to hundreds of thousands of UEs.

In order to avoid such grave consequences, CT4 should consider more advanced ways for handling the path failure.

2.1 Initial conditions

· SGW detects path failure to MME/S4-SGSN and ISR is inactive.

· MME/S4-SGSN has not restarted (SGW has not received incremented restarts counter form the MME/S4-SGSN.

· While MME/S4-SGSN is not reachable, the SGW receives either uplink UP packet from eNB, or an uplink CP packet from MME/SGSN, or a downlink UP/CP packet from PGW.
2.2 solution alternatives 

Below are few alternatives, but the list is not complete.

1. Path failure towards MME/S4-SGSN was detected and:

· the received downlink packet is a GTPv2 message that triggers a response: then the SGW should send an explicit rejection Cause value (e.g. "Path to the MME/S4-SGSN has failed") to the PGW. PGW should start a configurable timer X and if it expires, shall at least stop charging. PGW may notify PCRF to receive instructions on further actions (e.g. stop/suspend charging, etc.). If timer X expires before PGW stops receiving "Path to the MME/S4-SGSN has failed" cause values, then PGW should start another timer Y. While timer Y is running, PGW should drop all DL packets for such bearers. If timer Y expires before PGW stops receiving "Path to the MME/S4-SGSN has failed" cause values, then PGW should delete all impacted bearers.
· the received downlink packet is a UP datagram: then the SGW should first send a GTP-U Echo Request to eNB to find out if the UP path is still working and eNB still has the UE context. If Echo Response is not received, then the SGW should inform PGW about this, so that PGW could start a configurable timer X and if it expires, shall at least stop charging. Error Indication does not look suitable for this purpose and CT4 may consider either a new GTP-U signaling message or an extension to the existing GTPv2 message, or a brand new GTPv2 message. Once MME/S4-SGSN becomes reachable but has not indicated a restart (same restart counter value), the SGW should somehow inform PGW about this. Untill the tmer X is running, SGW and PGW should handle the suspended bearers as normal. If timer X expires before SGW detects the path recovery, the SGW should start another timer Y. While timer Y is running, SGW should drop all packets for such bearers. If timer Y expires before SGW detects path recovery, then the SGW should delete all impacted bearers.
· the received uplink packet is an UP datagram from eNB (this is unlikely, but still): then the SGW should start a configurable timer X and forward to packet to the PGW. If the timer expires and the path to MME/S4-SGSN does not recover, SGW should inform PGW about this, so that PGW should at least stop charging..
2. Path failure towards PGW was detected and:

· the received uplink packet is a GTPv2 message from MME/S4-SGSN that triggers a response: then the SGW may/should start a configurable timer X and send an explicit rejection Cause value (e.g. "Path to the PGW has failed") to the MME/S4-SGSN. If timer X expires before SGW detects the path recovery, the SGW should start another timer Y. While timer Y is running, SGW should drop all packets for such bearers. If timer Y expires before SGW detects path recovery, then the SGW should delete all impacted bearers.
· the received uplink packet is an UP datagram from eNB: then the SGW should drop it and start a configurable timer X . If timer X expires before SGW detects the path recovery, the SGW should start another timer Y. While timer Y is running, SGW should drop all packets for such bearers. If timer Y expires before SGW detects path recovery, then the SGW should delete all impacted bearers
3. Proposal

It is proposed to agree only the following changes to TR 23.857 (new subclauses and basic definitions) in Tallinn meeting and revisit the matter in future CT4 meetings. 
* * * Changes * * * *
5
Failure scenarios

5.1
Introduction
5.1.1
General
The following figure shows the network elements of the EPC. According to this the targets for the study are coloured red in the following figure.
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Figure 5.1-1: Network elements to be considered in the study

The following clauses cover each of the possible failure cases and indicate how they affect service.
5.1.2
Definitions

Failure scenarios separately address the following cases:

-
EPC node failure with restart. In such cases, the peer node's failure is detected after it restarts and sends an incremented restart Counter.
  -
EPC node failure without restart. The detection of such cases was not explicitly specified in pre Rel-11 specs. 
Editor's note: the detection of an EPC node failure without restart should if FFS.
-
Advanced handling of a path failure. Currently, the following is the only option for handling a path failure:  if a GTP entity detects a path failure, the respective EPS bearers or PDP contexts associated with this peer's IP address may be deleted. Below is another, alternative proposal.
5.1.3
Advanced handling of a path failure

5.1.3.1
General

Advanced handling of a path failure is an optional feature for MME, S4-SGSN, SGW and PGW. It is not required that all these nodes support this optional feature. Therefore, any node may support and use this optional feature, even though the peers won't support the feature at all.
5.1.3.1
Path failure towards MME/S4-SGSN
Below is the description of the SGW functionality, once the SGW detects a path failure towards an MME/S4-SGSN.
Editor’s Note: to be completed
5.1.3.2.
Path failure towards PGW
Below is the description of the SGW functionality, once the SGW detects a path failure towards a PGW.

Editor’s Note: to be completed
5.2
MME failure

5.2.1
Introduction
This section will analyse the scenarios for MME failure and corresponding consequences according to the current procedures.
MME failure will be detected by the SGW as per restart procedure specified in 3GPP TS 23.007 [2]. MME failure will take place in the following scenarios:

-
MME failure with Restart;

-
MME failure without Restart.

5.2.2
MME failure with Restart

According to the current mechanism described in 3GPP TS 23.007 [2], when an SGW detects that a peer MME has restarted, it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. Since there are no bearer/MM contexts in the SGW, the mobile terminated service can not be delivered to the UE for long time. The UE will reattach to the network only when the UE has uplink signalling or data to send.
5.2.3
MME failure without Restart
Subclause 5.1.2 "Definitions" specifies how a peer GTP entity may detect an MME failure without Restart.
Editor’s Note: to be completed
5.3
SGSN failure

5.3.1
Introduction
This section will analyse the scenarios for SGSN failure and corresponding consequences according to the current procedures.
SGSN failure will be detected by the SGW as per restart procedure specified in 3GPP TS 23.007 [2]. SGSN failure will take place in the following scenarios:

-
SGSN failure with Restart;

-
SGSN failure without Restart.

5.3.2
SGSN failure with Restart

According to the current mechanism described in 3GPP TS 23.007 [2], when an SGW detects that a peer SGSN has restarted, it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. Since there are no bearer/MM contexts in the SGW, the mobile terminated service can not be delivered to the UE for long time. The UE will reattach to the network only when the UE has uplink signalling or data to send.

5.3.3
SGSN failure without Restart

Subclause 5.1.2 "Definitions" specifies how a peer GTP entity may detect an SGSN failure without Restart.
Editor’s Note: to be completed

5.4
SGW failure

5.4.1
Introduction
This section will analyse the scenarios for SGW failure and corresponding consequences according to the current procedures.
SGW failure will be detected by the PGW, MME and SGSN as per restart procedure specified in 3GPP TS 23.007 [2]. SGW failure will take place in the following scenarios:

-
SGW failure with Restart;

-
SGW failure without Restart.

5.4.2
SGW failure with Restart

According to the current mechanism described in 3GPP TS 23.007 [2], when a PGW/MME/SGSN detects that a peer SGW has restarted, it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW/MME/SGSN resources associated with those PDN connections. Since there are no bearer/MM contexts in the PGW, the mobile terminated service can not be delivered to the UE for long time. If the MME/SGSN performs implementation specific action to cleanup external resources, including at eNodeB/RNC and UE, the UE will be reattached to the network and the EPS services will be restored. Otherwise the UE will be reattached to the network only when the UE has uplink signalling or data to send.
5.4.3
SGW failure without Restart

Subclause 5.1.2 "Definitions" specifies how a peer GTP entity may detect an SGW failure without Restart.

Editor’s Note: to be completed
5.5
PGW failure

5.5.1
Introduction
This section will analyse the scenarios for PGW failure and corresponding consequences according to the current procedures.
PGW failure will be detected by the SGW as per restart procedure specified in 3GPP TS 23.007 [2]. PGW failure will take place in the following scenarios:

-
PGW failure with Restart;

-
PGW failure without Restart.

5.5.2
PGW failure with Restart

According to the current mechanism described in 3GPP TS 23.007 [2], when a SGW detects that a peer PGW has restarted, it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. Since there are no bearer/MM contexts in the PGW, the mobile terminated service can not be delivered to the UE for long time. In Rel-10, if the SGW detects the PGW has restarted, the SGW may send a PGW Restart Notification message to the MME/S4-SGSN. When the MME/S4-SGSN receives the PGW Restart Notification message, it should delete all PDN connection table data associated with the restarted PGW. If the MME/SGSN performs implementation specific action to cleanup external resources, including at eNodeB/RNC and UE, the UE may reattach to the network again.
5.5.3
PGW failure without Restart

Subclause 5.1.2 "Definitions" specifies how a peer GTP entity may detect a PGW failure without Restart.

Editor’s Note: to be completed
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