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1. Introduction
Some 3GPP specifications are not correctly referenced in TS 23.284. Although LCLS should support Lawful interception it should not be explicitly mentioned in TS.
2. Reason for Change
Completeness of the specification.
3. Conclusions

4. Proposal

It is proposed to agree the following changes to 3GPP TS 23.284 V1.1.0.
* * * First Change * * * *

5
General Circuit Switched Core Network Domain Architecture

LCLS does not require any modifications to the basic reference architecture. The General CS core network domain architecture is specified in 3GPP TS 23.205 [2].  Network Architecture for CS Core Network Nodes and GSM/EDGE Radio Access Networks is specified in 3GPP TS 23.002 [8]. 

NOTE:
LCLS does introduce a number of conceptual changes as described in sub-clause 4.1.

* * * Next Change * * * *

6.2.1.3.3
Access Bearer Assignment 

When the tMSC server performs the access bearer assignment it shall include the GCR IE and the LCLS-Configuration IE (which is derived from the LCLS-Negotiation IE) in the BSSAP Assignment Request message sent to the terminating BSS (see 3GPP TS 48.008 [7]).

If the tMSC server supports the optional "intra-Network call detection" procedure and determines that the Network ID within the GCR IE is not equal to the own (tMSC) Network ID, the tMSC server shall also include the "LCLS-Correlation-Not-Needed" IE in the Assignment Request message (see sub-clause 4.3.2).

If the tMSC server supports the optional "intra-BSS call detection" procedure and determines that the BSS ID within the GCR IE is not equal to the terminating BSS ID, the tMSC server shall also include the "LCLS-Correlation-Not-Needed" IE in the Assignment Request message (see sub-clause 4.3.3).

If the terminating BSS supports LCLS and receives the Assignment Request message containing the GCR IE and the LCLS-Configuration IE, the BSS shall store the GCR against the Assigned Call leg and check if it can support the requested LCLS-Configuration. Unless the BSS supports the optional "intra-Network call detection" procedure (see sub-clause 4.3.2) or optional "intra-BSS call detection" procedure (see sub-clause 4.3.3) it shall perform a correlation of the received GCR to see if another call leg has been assigned with the same GCR and report the outcome in the LCLS-BSS-Status IE returned to the tMSC server in the Assignment Complete message.

If the terminating BSS does not support LCLS then the GCR IE and the LCLS-Configuration IE will be ignored and no LCLS-BSS-Status IE will be returned in the Assignment Complete message. The tMSC server shall continue the call establishment as for normal Non-LCLS call.

* * * Next Change * * * *

6.3.2
LCLS established, Basic Call Example with BICC based CS core network

Figures 6.3.2.1, 6.3.2.2 and 6.3.2.3 show the message sequence example for the basic call establishment for LCLS. In this example the oUE and the tUE belong to the same BSS (marked as oBSS and tBSS) and the CN permits LCLS. The example is based on examples from 3GPP TS 23.205 [2] for the basic mobile originating call, forward bearer establishment and the basic mobile terminating call, forward bearer establishment.
NOTE:

It is assumed that there are no additional LCLS issues related to the backward bearer establishment. 
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3. Retrieve oBSS ID

and use it to generate 

Global Call Reference.

1.oUE accesses oMSC:Service Request + CL3

2. SETUP

4. IAM[Codec List,GCR, LCLS-Negotiation]

5. IAM[Codec List,GCR, LCLS-Negotiation]

6. Paging tUE

Paging response+ CL3 

7. SETUP

8.Call Confirmed

9. Add network side termination: 

ADD request ($)/ADD reply (T3)

Network side Bearer Establishment

10.APM [SC, ACL, LCLS-Negotiation]

12.APM [SC, ACL, LCLS-Negotiation]

11a. Add network side termination:

ADD request ($) / ADD reply (T6)

11b. Add network side termination:

ADD request ($) / ADD reply (T5)

13a. Add network side termination:

ADD request ($) / ADD reply (T2)

Network side Bearer 

Establishment

13b. Add access side termination:

ADD request ($) / ADD reply (T1)

Context (tC)

Context (iC)

Context (iC)

Context (oC)

Context (oC)

NOTE: For AoTDM 

step 13b is: ADD (T1).

2a. CALL PROCEEDING


Figure 6.3.2.1: Basic Call Establishment Flow when call is locally switched

1.

Service Request handling.

2.

Originating Call SETUP.
2a.
The oMSC server replies with the CALL PROCEEDING message to indicate that the call is being processed.
3.

If the oMSC server supports LCLS it retrieves the oBSS ID and generates the Global Call Reference for the call. 
4.

The oMSC server sends the IAM message including supported codecs list, GCR with encapsulated oBSS ID, and configures the LCLS-Negotiation IE. 

5.
If the iMSC server supports LCLS it may modify the LCLS-Negotiation IE due to CAMEL, supplementary service requirements etc. before sending the IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.

6.
The tMSC server pages the tUE. 
7.

The tMSC server performs call Setup.

8.

The tUE confirms the call. 

9.

The tMSC server requests the tMGW to prepare for the network side bearer establishment.

10.

After the tMGW has replied with the bearer address and the binding reference the tMSC server returns the APM message with the selected codec, available codec list and if LCLS is supported, the LCLS-Negotiation IE.

11a.
When the bearer information is received the iMSC server requests the seizure of the outgoing network side bearer termination.

11b.
After the outgoing side bearer termination is seized the iMSC server requests the seizure of the incoming network side bearer termination.
During the seizure of the outgoing side and the incoming side bearer termination the iMSC server will also request the iMGW to through-connect the bearer terminations so that the bearer will be bothway through-connected.

12.
The iMSC server transfers the APM message with the selected codec, available codec list and the LCLS-Negotiation IE.

13a.
When the bearer information is received the oMSC server requests the seizure of the network side bearer termination.

13b.
After the network side bearer information is seized the oMSC server requests the seizure of the access side bearer termination.
During the seizure of the network side or the access side bearer termination the oMSC server will also request the oMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.
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15. ASSIGNMENT COMPLETE(LCLS-BSS-

Status= "call not possible to be locally switched")

14. ASSIGNMENT REQUEST(GCR, LCLS-

Configuration)

Access side 

Bearer 

Establishment

16. COT

18. Add access side termination: 

ADD request ($) / ADD reply (T4)

17. COT

20. ASSIGNMENT COMPLETE(LCLS-

BSS-Status = "call not yet locally switched")

19b. ASSIGNMENT REQUEST(GCR, 

LCLS-Configuration)

Access Side 

Bearer 

Establishment

20a.LCLS_NOTIFICATION (LCLS-BSS-

Status = "call not yet locally switched") 

22a. ACM

21. tUE reports: Alerting

22b. MOD request: 

send Ring-back tone

Ring-back Tone

23. ACM

24.oMSC reports: Alerting

Context (tC)

Context (tC)

19a. If optional Intra-Network 

call detection and/or optional 

Intra-BSS call detection

procedure/s supported 

perform check.

NOTE: For AoTDM 

step 18 is: ADD (T4).


Figure 6.3.2.2: Basic Call Establishment when call is locally switched (continuation of figure 6.3.2.1)

14.

The oMSC server determines whether LCLS is allowed in the core network based on the returned LCLS-Negotiation IE and if so the oMSC server includes the LCLS-Configuration IE in the ASSIGNMENT REQUEST message along with the GCR IE.

15.

The oBSS returns the ASSIGNMENT COMPLETE message with the LCLS-BSS-Status IE indicating "call not possible to be locally switched". 

16.

When the access assignment is completed the oMSC server sends the Continuity (COT) message to the iMSC server.

17.

The iMSC server transfers the COT message to the tMSC server.

18.

The tMSC server requests the seizure of the access side bearer termination.  If not requested during the seizure of network side bearer termination (step 9b) the tMSC server will request the tMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.

19a.
If the tMSC server supports the optional "intra-Network call detection" procedure it compares its own Network ID with the Network ID received within the Global Call Reference IE.
If the tMSC server supports the optional "intra-BSS call detection" procedure it compares the BSS ID of the selected terminating BSS with the oBSS ID received within the Global Call Reference IE at this step. Since the oUE and the tUE belong to the same BSS the call continues the same way as for the basic LCLS establishment without this pre-check. 

19b.

The tMSC server performs the access bearer assignment and sends the ASSIGNMENT REQUEST message containing the GCR IE and the LCLS-Configuration IE if LCLS is permitted in the core network. 

20.
The oBSS/tBSS performs the GCR correlation. Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the tBSS returns the ASSIGMENT COMPLETE message with the LCLS-BSS-Status IE indicating "Call not yet locally switched".

20a.
Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the oBSS signals the LCLS status change by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "Call not yet locally switched".

21.

The tUE reports alerting.

22a, b.
The tMSC server returns the ACM message and requests the tMGW to provide a ring-back tone.

23.
The iMSC server transfers the ACM message to the oMSC server.

24.

The oMSC server reports alerting.


[image: image3.emf]oUE oBSS oMSC tBSS tUE oMGW tMGW iMSC iMGW tMSC

25. tUE reports: Connect

35.LCLS status update:

APM [LCLS-Status= "LCLS connected"]

34a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status= "call is locally switched")

33.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = "connect") 

32.oMSC reports: Connect

29.ANM[LCLS status = "LCLS 

feasible but not yet connected"]

34b.LCLS_NOTIFICATION (LCLS-BSS-

Status= "call is locally switched")  

Call is locally Switched

28. MOD request: stop tone, 

bothway through-connect

27.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call not yet locally 

switched")

26.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = "connect") 

31. MOD request: 

bothway through-connect

30.ANM[LCLS status = "LCLS 

feasible but not yet connected"]

36.LCLS status update:

APM [LCLS-Status= "LCLS connected"]

Context (tC)

Context (oC)

25a. CONNECT ACK

32a.CONNECT ACK


Figure 6.3.2.3: Basic Call Establishment when call is locally switched (continuation of figure 6.3.2.2)

25.

The tUE answers the call.
25a.
The tMSC server returns the CONNECT ACKNOWLEDGE message to the tUE.
26.
The tMSC server indicates to the tBSS that this call leg is ready to be locally switched by sending the LCLS_CONNECT_CONTROL message (note the BSS cannot through-connect LCLS until it receives the same indication from the oMSC server).
27.
The tBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "Call not yet locally switched" since the BSS has not received the same order from the oMSC server.

28.

When the tMSC server receives the Connect message it requests the tMGW to stop providing ring-back tone to the calling party and requests to bothway through-connect the bearer.

29.

The tMSC server returns the ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".

30.

The oMSC server receives the ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".

31.

The oMSC server request the oMGW to bothway through-connect the bearer.

32.

The oMSC server reports Answer/Connect to the oUE.

32a.
The oUE completes the call establishment with the CONNECT ACKNOWLEDGE message.
33.
The oMSC server requests the oBSS to connect LCLS since the received ANM message indicated "LCLS is feasible but not yet connected".

34a.
Since the BSS has received the through connect request for both call legs the oBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "call is locally switched".

NOTE:
If the BSS cannot locally through-connect the call at this time then it is indicated by setting the LCLS-BSS-Status IE set to "the call is not yet locally switched".  If at a later time the BSS can locally switch the call, this is indicated by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "the call is locally switched".
34b.
Since the BSS has received the through connect request for both call legs the tBSS signals the LCLS status change by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "call is locally switched".

35.

The oMSC server signals the change of the LCLS status through the Core Network by sending the APM message with the LCLS-Status IE set to "LCLS connected".

36.

The iMSC server transfers the change of the LCLS status to the tMSC server.

* * * Next Change * * * *

6.3.4
LCLS established, Basic Call Example with SIP-I based CS core network

Figures 6.3.4.1, 6.3.4.2, 6.3.4.3 and 6.3.4.4 show the message sequence example for the basic call establishment when call is locally switched. In this example the oUE and the tUE belong to the same BSS (marked as oBSS and tBSS) and the CN permits LCLS. The example is based on examples for the basic mobile originating call and for the basic mobile terminating call from 3GPP TS 23.231 [3].
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4.Retrieve oBSS ID

and use it to generate 

Global Call Reference.

1.oUE accesses oMSC:Service Request + CL3

2. SETUP

6. INVITE [SDP, IAM(GCR, LCLS-Negotiation)]

9. INVITE [SDP, IAM(GCR, LCLS-Negotiation)]

11. Paging tUE

Paging response+ CL3 

12. SETUP

13. CALL CONFIRMED

14. Add network side termination: 

ADD request ($)/ADD reply (T3)

15. 183 Session Progress [SDP, APM 

(LCLS-Negotiation)]

8. Add network side termination:

ADD request ($) / ADD reply (T6)

Context (tC)

Context (iC)

7. 100 Trying

10. 100 Trying

5. Add network side termination:

ADD request ($) / ADD reply (T2)

Context (oC)

16. PRACK

17. Configure remote IP address & port:

MOD request (T6) / MOD reply (T6)

Context (iC)

18. 200 OK PRACK

3. CALL PROCEEDING

Figure 6.3.4.1: Basic Call Establishment Flow when call is locally switched
1.
Service Request handling.

2.
Originating Call SETUP.

3.
The oMSC server replies with a CALL PROCEEDING message to indicate that the call is being processed.

4.
If the oMSC server supports LCLS it retrieves the oBSS ID and generates the Global Call Reference for the call.
5.
The oMSC server selects the codec and requests the oMGW to select and provide the IP transport address and port for the network side bearer connection before sending the INVITE message. 
6.
The oMSC server sends the INVITE request with the initial SDP offer indicating that local preconditions have not been met, and with the encapsulated IAM message containing the GCR with encapsulated oBSS ID, and the LCLS-Negotiation IE.
7.
The iMSC server confirms the reception of the INVITE request with a 100 Trying provisional response.

8.
The iMSC server selects the codec and requests the iMGW to select and provide the IP transport address and port for the outgoing network side bearer termination. 

9.
If the iMSC server supports LCLS it may modify the LCLS-Negotiation IE due to CAMEL, supplementary service requirements etc. before sending the INVITE request with the SDP offer and with the encapsulated IAM message containing the GCR with the encapsulated oBSS ID and the LCLS-Negotiation IE.
10.
The tMSC server confirms the reception of the INVITE request with 100 a Trying provisional response.
11.
The tMSC server pages the tUE. 
12.
The tMSC server performs call Setup.

13.
The tUE confirms the call.

14.
The tMSC server selects the codec, provides to the tMGW the selected codec and the remote user plane IP address and port information that were received from the preceding node in the SDP offer and requests the tMGW to prepare for the network side bearer establishment.

15.
After the tMGW has replied with the local IP address and port information the tMSC server includes in the SDP answer the user plane IP address and UDP port received from the tMGW, the selected codec and any additional accepted payload types. The tMSC server returns a 183 Session Progress provisional response with the SDP answer and if LCLS is supported with encapsulated APM message containing the LCLS-Negotiation IE.
16.
The iMSC server replies to succeeding node with the PRACK request to confirm the reception of the 183 Session Progress provisional response.
17.
When the 183 Session Progress provisional response with the SDP answer is received the iMSC server requests the iMGW to configure the remote IP transport address and any additional negotiated payload types of the outgoing side bearer termination.

18. 
The tMSC server confirms the reception of the PRACK request with a 200 OK final response.
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20. 183 Session Progress [SDP, APM 

(LCLS-Negotiation)]

22. Configure remote IP address & port:

MOD request (T2) / MOD reply (T2)

23. Add access side termination:

ADD request ($) / ADD reply (T1)

Context (oC)

Context (oC)

NOTE: For AoTDM 

step 23 is: ADD (T1).

19. Add network side termination:

ADD request ($) / ADD reply (T5)

Context (iC)

21. PRACK

24. 200 OK PRACK

26. ASSIGNMENT COMPLETE(LCLS-BSS-

Status= "call not possible to be locally switched")

25. ASSIGNMENT REQUEST(GCR, LCLS-

Configuration)

28. UPDATE [SDP]

27. Configure remote IP address & port:

MOD request (T1) / MOD reply (T1)

Context (oC)

NOTE: Step 27 is not 

applicable for AoTDM.

29. UPDATE [SDP]

30. 200 OK UPDATE [SDP]

32. 200 OK UPDATE [SDP]

31. Add access side termination: 

ADD request ($) / ADD reply (T4)

Context (tC)

NOTE: For AoTDM 

step 31 is: ADD (T4).

33. If optional Intra-

Network call detection and/

or optional Intra-BSS call 

detectionprocedure/s 

supported perform check.

Figure 6.3.4.2: Basic Call Establishment when call is locally switched (continuation of figure 6.3.4.1)
19.
The iMSC server selects the codec for the incoming side bearer termination, provides to the iMGW the selected codec and the remote user plane IP address and port information that were received from the preceding node in the SDP offer and requests the iMGW to prepare for the incoming side bearer establishment.
During the seizure of the outgoing side and the incoming side bearer termination the iMSC server will also request the iMGW to through-connect the bearer terminations so that the bearer will be bothway through-connected.

20.
After the iMGW has replied with the local IP address and port information the iMSC server includes in the SDP answer the user plane IP address and UDP port received from the iMGW, the selected codec and any additional accepted payload types. The iMSC server sends the 183 Session Progress provisional response with the SDP answer and with encapsulated APM message containing the LCLS-Negotiation IE to the preceding node.

21.
The oMSC server replies to the succeeding node with the PRACK request to confirm the reception of the 183 Session Progress provisional response.

22.
The oMSC server requests the oMGW to configure the remote user plane IP address and any additional negotiated payload types of the network side bearer termination.

23.
The oMSC server requests the seizure of the access side bearer termination.
During the seizure of the network side or the access side bearer termination the oMSC server will also request the oMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.

24.
The iMSC server confirms the reception of the PRACK request with the 200 OK final response.

25.
The oMSC server determines whether LCLS is allowed in the core network based on the returned LCLS-Negotiation IE and if so the oMSC server includes the LCLS-Configuration IE in the ASSIGNMENT REQUEST message along with the GCR IE.

26.
The oBSS returns the ASSIGNMENT COMPLETE message with the LCLS-BSS-Status IE indicating "call not possible to be locally switched".

27.
When the oMSC server receives the ASSIGNMENT COMPLETE message, it requests the oMGW to configure the remote user plane IP address and UDP Port for the access side bearer termination. 

28.
Since the access bearer assignment is completed the oMSC server sends the UPDATE request with the SDP offer indicating local preconditions met to the succeeding node.

29.
The iMSC server forwards the UPDATE request to the succeeding node.

30. 
The tMSC server confirms the reception of the UPDATE request with the 200 OK final response.

31.
When the tMSC server receives the SDP offer indicating remote preconditions met it requests the seizure of the access side bearer termination.  
If not requested during the seizure of network side bearer termination (step 14) the tMSC server will request the tMGW to through-connect the bearer terminations so that the bearer will be backward through-connected.

32.
The iMSC server forwards the 200 OK (UPDATE) final response to the preceding node.

33.
If the tMSC server supports the optional "intra-Network call detection" procedure it compares its own Network ID with the Network ID received within the Global Call Reference IE.
If the tMSC server supports the optional "intra-BSS call detection" procedure it compares the BSS ID of the selected terminating BSS with the oBSS ID received within the Global Call Reference IE at this step. Since the oUE and the tUE belong to the same BSS the call continues the same way as for the basic LCLS establishment without this pre-check. 
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35a. ASSIGNMENT COMPLETE(LCLS-

BSS-Status = "call not yet locally switched")

34. ASSIGNMENT REQUEST(GCR, 

LCLS-Configuration)

35b.LCLS_NOTIFICATION (LCLS-BSS-

Status = "call not yet locally switched") 

36. ALERTING

37. MOD request: send 

Ring-back tone

Ring-back Tone

43. ALERTING

Context (tC)

41. PRACK

39. PRACK

40. 180 Ringing [ACM]

42. 200 OK PRACK

44. 200 OK PRACK

45. CONNECT

49. MOD request: stop tone, 

bothway through-connect

48.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status = "call not yet locally 

switched")

47.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = "connect") 

Context (tC)

50. 200 OK INVITE [ANM(LCLS status = 

"LCLS feasible but not yet connected")]

51. 200 OK INVITE [ANM(LCLS status = 

"LCLS feasible but not yet connected")]

46. CONNECT ACK

38. 180 Ringing [ACM]

Figure 6.3.4.3: Basic Call Establishment when call is locally switched (continuation of figure 6.3.4.2)
34.
The tMSC server sends the ASSIGNMENT REQUEST message containing the GCR IE and the LCLS-Configuration IE if LCLS is permitted in the core network. 

35.
a)
The tBSS performs the GCR correlation. Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the tBSS returns the ASSIGMENT COMPLETE message with the LCLS-BSS-Status IE indicating "Call not yet locally switched".

b)
Since the GCR correlation has identified the call as an intra BSS call and LCLS is allowed in the BSS, the oBSS signals the LCLS status change to the oMSC server by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "Call not yet locally switched".

36.
The tUE reports alerting.

37.
The tMSC server requests the tMGW to provide a ring-back tone.

38.
The tMSC server sends a 180 Ringing provisional response with the encapsulated ACM message to the preceding node.

39.
The iMSC server replies to succeeding node with the PRACK request to confirm the reception of the 180 Ringing provisional response.

40.
The iMSC server transfers the 180 Ringing provisional response with the encapsulated ACM message to the preceding node.

41.
The oMSC server replies to succeeding node with the PRACK request to confirm the reception of the 180 Ringing provisional response.

42.
The tMSC server confirms the reception of the PRACK request with the 200 OK final response.

43.
The oMSC server reports alerting.

44.
The IMSC server confirms the reception of the PRACK request with the 200 OK final response.

45.
The tUE answers the call.

46.
The tMSC server returns the CONNECT ACKNOWLEDGE message to the tUE.

47.
The tMSC server indicates to the tBSS that this call leg is ready to be locally switched by sending the LCLS_CONNECT_CONTROL message.
48.
The tBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "Call not yet locally switched" since the BSS has not received the same order from the oMSC server.

49.
When the tMSC server receives the Connect message it requests the tMGW to stop providing ring-back tone to the calling party and requests to bothway through-connect the bearer.

50.
The tMSC server returns the 200 OK (INVITE) final response with the encapsulated ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".

51.
The oMSC server receives the 200 OK (INVITE) final response with the encapsulated ANM message with the LCLS-Status IE indicating "LCLS is feasible but not yet connected".
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59.LCLS status update:

INFO [APM (LCLS-Status= "LCLS connected")]

58a.LCLS_CONNECT_CONTROL_ACK

(LCLS-BSS-Status= "call is locally switched")

57.LCLS_CONNECT_CONTROL

(LCLS-Connection-Status-Control = "connect") 

55. CONNECT

58b.LCLS_NOTIFICATION (LCLS-BSS-

Status= "call is locally switched")  

Call is locally Switched

53. MOD request: 

bothway through-connect

61.LCLS status update:

INFO [APM (LCLS-Status= "LCLS connected")]

Context (oC)

52. ACK

54. ACK

60. 200 OK INFO

62. 200 OK INFO

56. CONNECT ACK

Figure 6.3.4.4: Basic Call Establishment when call is locally switched (continuation of figure 6.3.4.3)
52.
The oMSC server replies to the succeeding node with the ACK request to confirm the reception of the 200 OK final response.

53.
The oMSC server request the oMGW to bothway through-connect the bearer.

54.
The iMSC server transfers the ACK request to the succeeding node.

55.
The oMSC server reports Answer/Connect to the oUE.

56.
The oUE returns the CONNECT ACKNOWLEDGE message to the oMSC server.

57.
The oMSC server requests the oBSS to connect LCLS since the received 200 OK (INVITE) final response indicated "LCLS is feasible but not yet connected".

58.
a)
Since the BSS has received the through connect request for both call legs the oBSS returns the LCLS_CONNECT_CONTROL_ACK message with the LCLS-BSS-Status IE set to "call is locally switched".

b)
The tBSS signals the LCLS status change to the tMSC server by sending the LCLS_NOTIFICATION message with the LCLS-BSS-Status IE set to "call is locally switched".

59.
The oMSC server signals the change of the LCLS status through the Core Network by sending the INFO request with the encapsulated APM message with the LCLS-Status IE set to "LCLS connected".

60.
The iMSC server returns the 200 OK (INFO) final response to the preceding node.

61.
The iMSC server transfers the change of the LCLS status to the succeeding node.

62.
The tMSC server returns the 200 OK (INFO) final response to the preceding node.

* * * Next Change * * * *

8.4.1.1.1
General 

When a call is locally switched through the BSS and an inter-BSS handover occurs then the LCLS is broken and normal core network switched user plane resumed. The following procedures describe the specific handling compared to the basic principles described in 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3] to achieve this and minimise the interruptions to the speech path. 
During a Locally Switched (intra-BSS) Connection when no bicasting occurs there is no data transmission through the core network. In this release the use plane is kept active and therefore does not need to be re-activated when the LCLS is broken due to inter-BSS handover out of LCLS.

* * * Next Change * * * *

8.4.1.1.7.2
Basic Sequence for Inter-BSS Handover that breaks LCLS
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Figure 8.4.1.1.7.2.1: Inter-BSS Handover that terminates Local Switching
1.
The Handover Required message is received from the BSS-1 requesting an inter-BSS handover. The call is currently locally switched so the MSC-1 server can know that the inter-BSS handover at one end will break local switch (the local switch is not broken in the serving BSS (BSS-1) until the UE-1 has moved out of the BSS-1 and the MSC-1 server sends the Clear Command message).

2.
In this example the Anchor MSC-1 server requests from its MGW-1 the seizure of the bearer termination Tt towards the Target BSS and through-connects it bothway to Ta. Additionally it isolates the old serving Termination Ts. This makes the handover much more efficient than even current non-LCLS handover as immediately the UE-1 moves into the new target BSS it will be able to send UL user data to the UE-2.

NOTE 1: 
This flow shows the termination to the Target BSS as always connected bothway. This is a change to the existing call handling which would normally connect the termination as one-way and then change to bothway after receiving the Handover Detect message. However the termination does not need to be connected one-way and will in fact make the break in speech worse since UL data cannot be sent from the UE-1 until the MGW topology is modified, also it saves the additional intermediate H.248 modification step.

3.
The Anchor MSC-1 server sends the Handover Request message to the Target BSS with the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE indicating "connect" to through-connect the local call.
4.
The Target BSS returns the Handover Request Acknowledge message and also indicates that call is not possible to be locally switched.

5.
The Anchor MSC-1 server sends the change in LCLS to the succeeding MSC server and the Anchor MSC-1 server asks it to prepare for the LCLS disconnection for Handover to trigger sending of the LCLS-Connect-Control message at the far end MSC-2 server. 
NOTE 2:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

5a.
The far end MSC-2 server requests the BSS-2 to start sending data UL with the LCLS_Connect_Control message and the LCLS-Connection-Status-Control IE indicating "BicastatHandover", see Figure 8.4.1.7.1.1 Connection Model 2. This triggers the BSS-2 to bicast the user plane data in the same way as the Access MGW-1 would be doing in a non-LCLS inter-BSS handover. At this point the BSS-2 shall send any DL data it receives directly to the served UE. Since the BSS-2 cannot receive DL data at the same time as it receives local data (Ts is isolated) this will minimise the break in user plane data even more than for existing non-LCLS handover.

NOTE 3:
The Serving BSS-1 shall forward the user plane data from the UE-1 to the UE-2 while the UE-1 is served by the BSS-1. The UL user plane data from UE-2 are bi-cast to both MGW2 and local path by the BSS-2. The MGW-2 transmits the user plane data to the MGW-1, and the MGW-1 will transmit the user plane data to the target BSS. When the UE-1 leaves the serving BSS-1 and begins sending UL data from the Target BSS, that data will then be received via the A-interface leg at the serving BSS-2.

NOTE 4:
Possible bicasting may have been activated earlier when LCLS was established in the BSS-1 /BSS-2 (not shown in the figure 8.4.1.8.2.1) and was indicated with the LCLS-Configuration IE in step 3 and applies to both call legs. If LCLS bicasting was not activated the LCLS-Configuration value is "Connect" (i.e. no bicasting) in step 3, but the value of the LCLS-Connection-Status-Control in step 5 is "BicastatHandover", which applies only for this call leg.

5b.
 The BSS-2 sends the LCLS_Connect_Control_Ack message with the LCLS-BSS-Status IE set to "the call is locally switched".

6.
The Anchor MSC-1 server triggers the Handover Command message. When the UE-1 moves to the Target BSS in this example it can immediately send UL data through the CN to the UE-2 and also can receive DL data from the UE-2 via the CN since the MGW-1 topology for Ta, Tt is already bothway connected. This is a change from the current non-LCLS solution but is more efficient since the non-LCLS solution needs to set this to one-way DL only until it receives Handover Detect message.

7.
The UE-1 is detected at the target BSS. The BSS-1/BSS-2 may continue to send the user plane data locally until the Clear Command message is received.

8.
In the Handover Complete message the Target-BSS indicates to the MSC-1 server in the LCLS-BSS-Status IE that the call is not possible to be locally switched.

9.
The MSC-1 server requests the old serving BSS-1 to clear the old call leg. The BSS-1 now stops sending local the user data from UE-1, LCLS is finally broken.

10.
 The Serving BSS-2 informs the MSC-2 server that LCLS is broken via LCLS_Notification message.

11.
 Clearing of the old call leg to the Serving BSS-1 is completed..

12.
 The termination Ts to the old serving BSS-1 is removed from the Access MGW-1.

13.
 The Anchor MSC-1 server informs succeeding CN nodes that LCLS is finally disconnected.

NOTE 5:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

LCLS is impossible after an Inter-BSS handover which makes the call not local (as described above). While a handover is being performed for one call leg, it is possible that a handover also is started for the other call leg, possibly moving both call legs to the same target BSS, thereby creating a local call. The target BSS shall only establish LCLS for a local call when both call legs are connected and e.g. any handover process has been successfully completed on both call legs.
* * * Next Change * * * *

8.4.2.1.4.2 
Basic Sequence for Inter-MSC handover that breaks LCLS

Figures 8.4.2.1.4.2.1 and 8.4.2.1.4.2.2 show the message sequence example for the basic Inter-MSC GSM to GSM Handover shown in the corresponding network model Figure 8.4.2.1.4.1.1. The Handover Device is located in the MGW-1 selected for the call establishment by the MSC-1 Server, which controls the call and the mobility management. The description is based on 3GPP TS 23.009 [9], 3GPP TS 23.205 [2] and 3GPP TS 23.231 [3].
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Figure 8.4.2.1.4.2.1: Inter-MSC Handover that breaks LCLS when user plane active, initial phase
1.
The Handover Required message is received from BSS1 requesting an inter-MSC handover. The call is currently locally switched and the MSC-1 server can know that the Inter-MSC handover at one end will break LCLS (the local switch is not broken in the serving BSS (BSS-1) until UE-1 has moved out of the BSS-1 and the MSC-1 server sends the Clear Command message to BSS-1).
2.
The MSC-1 Server determines that inter-MSC handover is required and sends MAP-Prepare-Handover Request to target MSC which includes LCLS Negotiation and GCR IEs.
3a, b. 
The Target MSC-Server reserves circuit or Connection Point TT towards the Target BSS.
4.
The Target MSC-Server sends the Handover Request to target BSS with the GCR IE, the LCLS-Configuration IE and the LCLS-Connection-Status-Control IE indicating "connect" to through-connect the local call.
5.
The Target BSS reports in Handover Request Acknowledge message that the call is not possible to be locally switched.

6a, b.

(These signalling steps are only applicable to AoIP) When the Target MSC-Server receives the BSSMAP Handover Request-Ack message, it sends the target BSC IP address and UDP Port number to the target MGW using the Configure RTP Connection Point procedure.

7.
The Target MSC-Server sends the Prepare Handover Response to the MSC-1 server.

8a.
The Anchor MSC-1 server instructs the far end MSC-2 server to prepare for LCLS disconnection for Handover by sending the LCLS-Status-Change-Request message. 
8b.
The far end MSC-2 server requests BSS-2 to start sending data UL with the LCLS_Connect_Control message and the LCLS-Connection-Status-Control IE indicating "BicastatHandover", see Figure 8.4.2.1.4.1.1, Connection Model 3. This triggers the BSS-2 to bicast the user plane data in the same way as the Access MGW-1 would be doing in a non-LCLS inter-BSS handover. At this point the BSS-1 shall send any DL data it receives directly to the served UE. 
NOTE 1:
The Serving BSS-1 shall forward the user plane data received locally from UE-1 to UE-2 while the UE-1 is served by the BSS-1. BSS-2 bicasts UL user plane data to both MGW2 and local path and MGW-2 transmits the user plane data to MGW-1 and MGW-1 transmits the user plane data to the Target BSS via the Target MGW. When the UE-1 leaves the serving BSS-1 and begins sending UL data to the Target BSS via the Target MGW, that data will then be received via the A-interface leg at the serving BSS-2.

NOTE 2:
Possible bicasting may have been activated earlier when LCLS was established in the BSS-1 /BSS-2 (not shown here) and was indicated with the LCLS-Configuration IE in step 4 and applies to both call legs. If LCLS bicasting was not activated the LCLS-Configuration value is "Connect" (i.e. no bicasting) in step 4, but the value of the LCLS-Connection-Status-Control in step 8b is "BicastatHandover", which applies only for this call leg.

8c.
The BSS-2 sends the LCLS_Connect_Control_Ack message with the LCLS-BSS-Status IE set to "the call is locally switched".
8d.
MSC-2 Server sends LCLS-Status-Change-Request-Acknowledgement.

NOTE 3:
Handover sequence is independent of the LCLS-Status-Change-Request-Acknowledgement.
9a, b. 
In accordance with normal handover the MSC-1 server requests MGW-1 to isolate the termination towards Target MGW (T3) from the termination to the Serving BSS-1 (TS) and to configure the Anchor termination (TA) one-way DL towards the Target MGW termination (T3). 
10.
MSC-Server 1 sends IAM (Initial Address Message) to Target MSC-Server including GCR and configures the LCLS-Negotiation IE.

NOTE 4:
Corresponding SIP-I signalling is specified in 3GPP TS 23.231 [3].

11a, b. Target-MSC-Server reserves bearer connection T4 towards MGW-1.
12.
After Target MGW has replied with the bearer address and the binding reference, Target MSC-Server returns Bearer and Codec Information (APM) message with selected codec, available codec list and LCLS-Negotiation IE.

13.
The Target MSC-Server sends ACM (Address Complete Message). Target MSC-Server awaits the capturing of the UE-1 on the radio path when the ACM is sent and the Anchor MSC-1 server initiates the handover execution when receiving ACM.
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Figure 8.4.2.1.4.2.2: Inter-MSC Handover that breaks LCLS when user plane active, completion phase
14.
MSC-1 server sends Handover Command to BSS-1.
15.
BSS-1 sends handover command to UE-1. BSS-1 will discard incoming user plane data send to UE-1 received from CN. If BSS-2 was not instructed to prepare for LCLS related handover in Step 8a, the BSS-2 starts bi-casting UP user plane data generated by UE-2 to local path and A interface and also starts to check whether there is incoming DL user plane data from the core network.

NOTE 5: 
there is no situation where BSS-2 will receive real DL user plane data from the CN at the same time as it receives local data from UE-1 as part of the handover. 
16.
UE-1 is detected at target BSS. But still no UL data can be sent from target BSS to MGW-1 because TA-T3 is one-way DL only. MGW-1 will continue to transmit DL user plane data to the target BSS-1. BSS-2 continues to bi-cast user plane data to both local path and to the A interface.

17.
Target MSC-Server sends MAP-Process-Access-Signal request to the MSC-1 server.

18a, b.
The MSC-1 server uses the Change Flow Direction procedure to request the MGW-1 to set the Handover Device to intermediate state and TA-T3 to both-way configuration. When BSS-2 finds out there is DL user plane data, BSS-2 will transmit the DL user plane data to UE-2.
19.
Handover Complete is received from target BSS with LCLS-BSS-status indicating that the call cannot be locally switched.
20.
A-HO-DETECT/COMPLETE when received is included in the MAP SendEndSignalling Request message sent to the MSC-1 server.
21.
Target MSC-Server sends ANSWER with the LCLS-status when A-HO-DETECT/COMPLETE is received.

22.
MSC-1 server informs BSS-1 to clear the old call leg.
23.
MSC-1 server sends LCLS Status Update message with LCLS status "LCLS disconnected" to MSC-2 server.

NOTE 6:
When BICC is used as the call control protocol the APM message is sent. When SIP-I is used the INFO request with the encapsulated APM message is sent.

24.
Serving BSS-2 informs MSC-2 server that LCLS is broken via LCLS-Notification.
NOTE 7: 
There is no need to send LCLS-Notification from BSS-1 after receiving the Clear command since Clear Complete indicates that LCLS was disconnected.
25.
BSS-1 informs MSC-1 server that the resource for the UE-1 has been released and BSS-2 stops bi-casting.
26a, b.
The MSC-1 server requests MGW-1 to set the Handover Device to its final state by removing the bearer termination TS towards BSC-1 using the Release Termination procedure.
* * * Next Change * * * *

8.4.2.3
Inter-MSC Handover that leaves a not Locally Switched Call unchanged
In this scenario it is assumed that LCLS was not established before the Inter-MSC handover. When one call leg is handed over to another MSC-Server, the call still remains not local. LCLS cannot be established for the call and the LCLS status of the call is not changed.

For the Anchor MSC-1 server and Target MSC server this Inter-MSC handover is similar to the Inter-MSC handover that establishes LCLS as described in sub-clause 8.4.2.2.4.2 until Step 5, but in this case in Step 5 the Target BSS sends the Handover Request ACK message, where the LCLS-BSS-Status IE indicates that the call is not possible to be locally switched since the GCR correlation will indicate that the call is not local. The handover procedure is completed as for a non-local call, LCLS is not established and the LCLS Status in the core network is not changed. 

* * *  End of Changes  * * *
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24. 200 OK PRACK


26. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not possible to be locally switched")


25. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


33. If optional Intra-Network call detection and/or optional Intra-BSS call detection procedure/s supported perform check.


28. UPDATE [SDP]


27. Configure remote IP address & port:
MOD request (T1) / MOD reply (T1)


Context (oC)


NOTE: Step 27 is not applicable for AoTDM.


29. UPDATE [SDP]


30. 200 OK UPDATE [SDP]


20. 183 Session Progress [SDP, APM (LCLS-Negotiation)]


32. 200 OK UPDATE [SDP]


31. Add access side termination: 
ADD request ($) / ADD reply (T4)


Context (tC)


NOTE: For AoTDM step 31 is: ADD (T4).


22. Configure remote IP address & port:
MOD request (T2) / MOD reply (T2)


23. Add access side termination:
ADD request ($) / ADD reply (T1)


Context (oC)


Context (oC)


NOTE: For AoTDM step 23 is: ADD (T1).
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52. ACK


59. LCLS status update: 
INFO [APM (LCLS-Status = "LCLS connected")]


58a. LCLS_CONNECT_CONTROL_ACK (LCLS-BSS-Status = "call is locally switched")


57. LCLS_CONNECT_CONTROL
(LCLS-Connection-Status-Control = "connect") 


55. CONNECT


54. ACK


60. 200 OK INFO


58b. LCLS_NOTIFICATION (LCLS-BSS-Status = "call is locally switched")  


62. 200 OK INFO


Call is locally Switched


53. MOD request: bothway through-connect


61. LCLS status update: 
INFO [APM (LCLS-Status = "LCLS connected")]


Context (oC)


56. CONNECT ACK
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15. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not possible to be locally switched")


14. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


16. COT


Access side Bearer Establishment


18. Add access side termination: 
ADD request ($) / ADD reply (T4)


17. COT


20. ASSIGNMENT COMPLETE (LCLS-BSS-Status = "call not yet locally switched")


19b. ASSIGNMENT REQUEST (GCR, LCLS-Configuration)


Access Side Bearer Establishment


20a. LCLS_NOTIFICATION (LCLS-BSS-Status = "call not yet locally switched") 


22a. ACM


21. tUE reports: Alerting


22b. MOD request: send Ring-back tone


 Ring-back Tone  


23. ACM


24. oMSC reports: Alerting


Context (tC)


Context (tC)


19a. If optional Intra-Network call detection and/or optional Intra-BSS call detection procedure/s supported perform check.


NOTE: For AoTDM step 18 is: ADD (T4).
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