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Introduction
It was agreed during the last CT4/CT3 joint session on PCRF failure and restoration (see C4-103375) that the network needs to maintain consistent information in the PCRF and its PCRF clients (PCEF, BBERF, AF) after a PCRF failure to maintain service resiliency, e.g. the possibility to deliver IMS terminating calls to the subscriber. 
The following alternative approaches were discussed on how to maintain this synchronization of information in the network after a PCRF failure: 

· PCRF Geo-redundancy: a redundant PCRF takes over the control upon a PCRF failure. This solution does not require specific changes to 3GPP and can be used in pre-Rel-10 deployments. It does not impact PCRF clients.

· Reactive resynchronization: If the PCRF client needs to send a session modification request towards a PCRF which is known to have restarted since the session was created (or if the PCRF client receives a response to an IP Can session modification request indicating that the ctx is lost in PCRF), the PCRF client should tear down that particular session (except for emergency/eMPS sessions).

· Proactive resynchronization: Once the PCRF client detects the PCRF restart, the PCRF clients release all local resources related to the restarted PCRF. For the active session, graceful timer may apply according to the operator policy. Concerns were raised that this may induce important signaling in the networks and may unnecessarily tear down some sessions.
· Repair synchronization: Once the PCRF restart is detected, original PCC related information in PCRF is repaired by help of the PCRF clients. Several companies commented that any protocol based solution for PCRF restoration needs to be carefully assessed in terms of cost/complexity vs benefits (for events deemed to remain very rare).
but no full consensus could be reached on which way to go. However, the principle that the solution ultimately retained should not cause any system overload in the RAN and the CN, e.g. "for example, massive signals between the PCRF and the PCRF clients" was unanimously agreed.  
This document further evaluates the different approaches.

Discussion

It should first be noted that the Reactive resynchronization approach is not a solution by its own allowing to maintain a resilient service after a PCRF failure since it does not allow to restore the PCC/IP-CAN session information in the PCRF until the PCEF needs to send an IP-CAN session modification request to the PCRF. In other words, after a PCRF failure, the IMS PDN connection remains established between the UE and the PDN GW but without an associated PCRF with valid PCC/IPCAN session information until e.g. the PGW needs to report a location change. This approach should thus not be compared to the others. It simply aims at defining how the PCRF clients should react wrt a specific IPCAN session when being unable to signal to the PCRF some related specific events or resource modification request. Based on local operator policy, it proposes that the PCRF clients continue the session or tear it down. Tearing down a session can be justified for normal sessions (i.e. not emergency or Service Priority sessions) e.g. because not reporting an event may cause incorrect charging.
The PCRF geo-redundancy solution has the following essential merits: 
· it isolates/confines the complexity for restoring the PCC/IPCAN session information within the PCRFs, thus keeping all PCRF clients' implementations not modified, so drastically reducing the complexity / cost of the solution (design, development, validation), and ultimately keeping products from different vendors easily inter-operable. 
· It does not cause massive signaling upon the occurrence of a PCRF failure, i.e. it does NOT generate any extra signaling in the RAN, in the CN, in IMS. In other words, the failure is transparent to the rest of the network (HPLMN, VPLMN).
The Proactive resynchronization in comparison would generate massive signaling and processing in the entire network, i.e. RAN, CN, IMS, in the VPLMN and HPLMN, e.g. hundreds of thousands of PDN connections to release and re-establish, and IMS re-registrations. Smoothing that load would not help in minimizing that amount of extra signaling and processing caused by a PCRF failure. This would put at risk the overall network stability, possibly causing other failures in the network. This is clearly in contradiction with the agreed principle not to cause system overload in the network. Besides, this would also tear down some on-going calls which could have been maintained even after the PCRF failure, so also affecting the end user experience. This solution does not fly, it is proposed to disregard it.  
The Repair synchronization approach has the essential drawbacks to spread the complexity in a large part of the network, namely in the PCRF, PGW, SGW and P-CSCFs (AF more generally), with the consequence to also significantly complexify the testing / interoperability between products from different vendors. The solution is deemed to be very complex to design and risky ultimately, considering that there are multiple clients for a same IPCAN session, and not all clients may support the solution or may re-contact the PCRF to rebuild the lost information at the same time. It would also create massive signaling on all the PCC interfaces. The large standardization and development/testing effort and complexity that would result from that approach is NOT justified considering the exceptional circumstances of a PCRF failure (e.g. once a year).  It is also proposed to disregard that approach.
Conclusion

Service resilience after a PCRF failure can be achieved by using PCRF geo-redundancy, with minimal changes in 3GPP, no impacts on PCRF clients, transparency to the RAN, CN and IMS. This is the solution which should be adopted by 3GPP. 
No need has been identified for passing restoration instructions from the PCRF to the clients, nor to make the restoration policy function of a specific IPCAN session. So it is proposed to configure locally in the PCRF clients the system-wide restoration policy when it is unable to contact the PCRF. 

