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FE to FE communication
9.1
Description
9.1.1
Introduction

This section identifies scenarios where one FE may need to communicate with another FE on a new UDC-specific interface. Existing non-UDC specific interfaces between FEs (e.g. Sh interface between HSS-FE and AS-FE) are not in the scope of this section.

According to current UDC principles it cannot be expected that one FE (of type A) is aware of the existence of another FE (of type B). As a consequence direct communication between these FEs is not forseen. However, when two FEs (FE1 and FE2) are of the same type (e.g. FE1 is HLR-FE, FE2 is HLR-FE) or are partial implementations of the same type (e.g. FE1 is HSS-IMS-FE, FE2 is HLR-FE) it can be expected that the application logic in the FE1 is aware of the existence of FE2.
The following sections identify scenarios that need to be considered.

9.1.2
Request Relaying

This scenario addresses the case where one FE (FE1) receives a request that needs to be relayed to another FE (FE2) due to the fact that the other FE is currently serving the user (i.e. there is an ongoing FE-session in the other FE). An example scenario is shown in figure 9.1.2-1:
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Figure 9.1.2-1

1. NE 1 sends request A. Routing is configured to route the request message to FE 1 or to FE 2. In this example FE 2 is chosen.

2. FE 2 accesses the user's data from the UDR and starts running its application logic.

3. FE 2 detects (as part of its application logic) that it needs to wait for a request B from NE 2. FE 2 starts a supervision timer and keeps the dialogue to NE 1 open.

4. NE 2 sends request B. Routing is configured to route the request message to FE 1 or to FE 2. In this example FE 1 is chosen.

5. FE 1 cannot handle the request and needs to relay it to FE 2. To this end it is assumed that FE 2 has stored in step 2 information in the UDR indicating that FE 2 is currently performing application logic related to request A. FE 1 reads this information (address of FE 2) from the UDR.

6. FE 1 forwards request B to FE 2.

7. and 8. FE 2 completes its application logic and sends responses to NE 1 and NE 2.

9. FE 2 removes from the UDR the information indicating that it is currently performing application logic related to request A.

The described solution is based on the following principles:

1. FE2 in step 2 writes information into the UDR indicating that FE2 is currently processing an FE session related to Request A. This information is read by FE1 in step 5 and deleted by FE2 in step 9. Consequently, the Reference Data Model is impacted.

2. FE1 acts as a signalling relay function, i.e. it forwards request B to FE2, FE2 may not be aware that the request was forwarded by FE1; hence the response in step 7 is sent to NE2 rather than FE1. Consequently protocol definition for request B in step 6 (direct FE to FE communication) is not impacted.

An example where the given solution is applicable is in the area of CCBS (see 3GPP TS 23.093): The MAP message StatusReport (Event Report) sent from MSC to HLR-FE may be routed to any HLR-FE but must be relayed to the HLR-FE that has previously sent MAP SetReportingState (Start Reporting) i.e. to the HLR-FE that is currently running the CCBS application logic.

9.1.3
Authentication Vector Request Forwarding

This example shows a scenario where an HLR-AuC-FE and an IMS-HSS-FE are deployed.
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Figure 9.1.3-1

1. The IMS-HSS-FE receives Cx-MAR from an S-CSCF.

2. The IMS-HSS-FE accesses relevant user data (e.g. read IMSI) in the UDR.

3. In this example the IMS-HSS-FE needs to make use of the AuC within the HLR-AuC-FE. It therefore constructs a MAP-SAI message and sends it to the HLR-AuC-FE. The MAP-SAI message contains a RequestingNodeType of "s-cscf".

4. The HLR-AuC-FE accesses relevant user data from the UDR and calculates Authentication Vectors.

5. HLR-AuC-FE returns the calculated vectors to the IMS-HSS-FE.

6. IMS-HSS-FE sends the vectors to the S-CSCF.

The described solution is based on the following principles:

1. The MAP-SAI message in step 3 contains a RequestingNodeType of “s-cscf”, i.e. the MAP message is slightly enhanced for use on the FE-FE interface (it must be noted that this enhancement is already introduced to 3GPP TS 29.002). Protocol definition is impacted.
2. There is no need to store additional data in the UDR. Reference Data Model is not impacted.
3. Data access by the different FEs (step2 and step4) are on different data, i.e. IMS-HSS-FE and HLR-AuC-FE may be connected to different UDRs (see chapter 5), or IMS-HSS and/or HLR-AuC may be monolithic.
9.1.4
Replacing Indirect FE to FE Communication with direct FE to FE Communication

This example shows a scenario where an EPS-HSS-FE (supporting only S6a/S6d, but no Gr) communicates with an HLR-FE (supporting Gr) via the UDR.
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Figure 9.1.4-1
1. The S6d-HSS-FE receives ULR from a new SGSN.
2.- 3. The S6d-HSS-FE performs its application logic (read/write data in the UDR, send ULA,…) While doing so, it detects that the old SGSN cannot be contacted via S6d but only via Gr.

4. The S6d-HSS-FE writes some specific data "X" to the UDR. It is assumed that the Gr-HSS-FE has subscribed to the specific data "X"

5. The Gr-HSS-FE receives a notify message indicating that "X" has been modified.

6.- 7. Gr-HSS-FE performs the part of the application logic that could not be performed by the S6d-HSS-FE (i.e. sends MAP-CancelLocation and receives the acknowledgement.

The described solution is based on the following principles:

1. There is some data "X" defined in the Reference Data Model that is subscribed by the Gr-HSS-FE. Data "X" could be the SGSN-Number of the SGSN to which a MAP-CancelLocation message needs to be sent and could include also the content of the MAP-CancelLocation message. The S6d-HSS-FE (which cannot send MAP Gr messages) would write data "X" in the UDR (rather than sending MAP-CancelLocation), which results in a notify message to the Gr-HSS-FE.  Consequently, the Reference Data Model is impacted.

As an alternative solution, the indirect FE-FE communication (step 4 and step 5) could be replaced by a direct communication, i.e. instead of write/notify via the UDR a new direct message between the two FEs could be used. Consequently the RDM would not be impacted but a new message needs to be defined.
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Figure 9.1.4-2
The new message in step 4 (in the general case) could be a re-used (unmodified) message from another interface, a re-used, slightly modified message from another interface (see e.g. section 9.1.3 step 3), or a newly defined message e.g. based on SOAP. For the specific case of figure 9.1.4.-2, only the last option seems to be available.

9.1.5
Summary

Two use cases have been identified for direct FE to FE communication:

1. Both FEs are of the same application type. FE to FE communication is needed because one FE receives a request for a user who is currently served by the other FE.
Solution 1a: The request is relayed between FEs (see figure 9.1.2-1)
Solution 1b: ffs

2.  Both FEs are (different) partial implementations of an FE of the same type. FE to FE communication is needed because one part of the application logic needed to serve the initial request is performed by one FE and the other part by another FE.
Solution 2a: No direct FE-FE communication, but indirect via UDR (see figure 9.1.4-1)
Solution 2b: Direct FE-FE communication; re-use existing message (unmodified)
Solution 2c: Direct FE-FE communication; re-use existing message (modified), see example in figure 9.1.3-1
Solution 2d: Direct FE-FE communication; define new message e.g. based on SOAP
Solution 2e: Avoid the need for FE-FE communication by mandating that an FE-session (application logic) is not distributed between FEs, e.g. with regard to figure 9.1.4-1 or 9.1.4-2, the FE receiving S6d-ULR from the new SGSN must be capable of sending MAP-CancelLocation to the old SGSN.

3. 9.1.w
Standardisation considerations

 Two use cases have been identified for direct FE to FE communicatio, one where the two FEs are of the same application type, the other where the two FEs are different and partial implementations of an application. For each of them, solutions have been identified.
A main remaining question is if these solutions enter the scope of standardisation.


-
If a reference point is defined between such two FEs, there will not be a generic protocol. The relevant protocol will depend of the application type.

-
In the case where a first FE is simply relaying a request towards another FE   (as in the use case described in 9.1.2), this direct FE to FE communication will rely on a subset of the standardised protocol used by the first FE with the network and may be not far from a standardised case, especially if the standardisation allows the use of proxy or relay nodes with the used protocol. Whether or not, and if - to which FE - the message is relayed may depend on temporary data stored (e.g. by the receiving FE) in the UDR as part of a standardized Reference Data Model.

-
When achievable, a possible solution is to solve the communication issue between the two FEs through an indirect communication via the UDR (solution 2a in subclause 9.1.5). Such a solution will use the standardised Ud interface, and will also use some data shared by the two FEs:  e.g. a data update by one FE generating a notification to the other, so allowing an indirect communication between the two FEs. This data may be part of a standardised Reference Data Model over Ud.
9.1.x
Conclusion
Direct FE to FE communication should be regarded an exception case. It should be limited to situations where the two FEs are of the same application type in which case solution 1a (see chapter 9.1.5) is recommended and to situations where the two FEs are different partial implementations of the same application type, in which case solutions 2b and 2c (if possible, i.e. when existing mechanisms are available) are recommended.
Otherwise it is recommended that solution 2e is applied, i.e. that FE-FE communication is avoided.
Regarding standardisation, the recommendation is to currently keep interfaces for direct communications between FEs outside the scope of standardisation as much as possible.
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