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1. Introduction

<Introduction part (optional)>

2. Reason for Change

Absence of a (standaedized) common dat model may justify UDC deployments with multiple UDRs.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.845 version 0.4.0.

5
Multiple UDRs in a network

The analysis of a given topic should be done, when possible, according to the following sub-clauses.
5.1
Description
5.1.1
Introduction

In 3GPP TS 23.335[2], it is written: "In the architecture, the User Data Repository (UDR) is a functional entity that acts as a single logical repository of user data and is unique from Application Front End’s perspective". This statement may be interpreted as there is no more than one UDR in a given PLMN.

The present TR topic tries to address the assumption of multiple UDRs in a PLMN, to identify consequences and the possible impacts on existing UDC specifications.

From a practical point of view, even if the aim is to have one single logical repository, a certain number of considerations may drive to have more than one UDR in a PLMN.

It should be assessed if such considerations are of interest for operators and if so, what would be the possible impacts on standardization.

5.1.2
Multiple UDRs for very large networks

For very large networks with a very large amount of users, although an UDR may be implemented in a distributed architecture and multiple database servers with geographical distribution and geographical redundancy, an operator may consider to deploy several UDRs between which it will distribute the users. It is assumed that the user data of a given user is stored on only one UDR.

Editor’s note: Requirement to address multiple UDRs for very large networks to be confirmed.
With regard to application FEs, we may distinguish two cases:

1)
for clusters of HLR or HSS FEs (or application FEs behaving the same way) that are linked to only one UDR, with multiple UDRs, there would be several clusters of HLR or HSS FEs, one cluster being linked to only one UDR. It is to the interfaces between the FEs and the other core network entities to ensure the right routing of requests for a given user to the right FE cluster. Such routing is ensured by MAP or Diameter (e.g. Diameter proxies).

2)
for some other application FEs, it may be somewhat different. In the example of the ANDSF covered by 3GPP TS 23.335 [2], a given ANDSF server may be contacted for any user of the network (to be checked), in that case according to the user, the ANDSF server should send a Ud request to the right UDR. Two sub-cases may be considered about the ANDSF-FEs: 

- 
the ANDSF supports several functional ANDSF-FEs each being connected by a Ud interface (e.g. a LDAP TCP-IP connection) to a given UDR. Then, the ANDSF has to find how to select the right Ud interface.
- 
the FE concept is extended (extended FE) to support several Ud interfaces towards different UDRs. There is the same routing question on how to find the right UDR.

NOTE: In 3GPP TR 29.935 [6], it is studied to standardise the MMTEL data in the Reference Data Model to be used over Ud, meaning that a telephony application server (TAS) would also be considered as an example of AS that may support the Ud interface. It would be an additional example for the above case 2).

5.1.2A
Multiple UDRs when no common data model
For full multivendor interoperability between FEs and UDR either a standardized Reference Data Model (common to all FEs and UDR) is required (see TR 29.935 [6]), or the UDR needs to support multiple proprietary data models (all data models that are used by the different FEs). As long as these options are not available, networks that deploy FEs from different vendors (using different vendor specific proprietary data models) may want to deploy multiple UDRs, one from each of the vendors. Vendor x FEs are connected to the vendor x UDR, vendor y FEs are connected to the vendor y UDR. The resulting architecture is the same as the one described in 5.1.2, but it is justified due to missing of a common data model rather than due to the very large amount of users. 
5.1.3
Multiple UDRs when many applications

In this case, where there are many different applications each with their user data, the UDC logic would be to group all these user data into only one logical repository (UDR). An operator may want to avoid to group all these user data in a unique database, but nevertheless to use the UDC concept and to have one UDR grouping the user data of a set of applications and another one grouping user data of another set of user data etc.

Editor’s note: Requirement to address multiple UDRs when many applications to be assessed.

In principle, for a given application FE, it would only see the UDR supporting its user data, so it complies to 3GPP TS 23.335[2] statement that "UDR is unique from Application Front End’s perspective".

What can appear is that a given application has its own user data stored in a UDR and may need to access user data associated to another application (eg some HSS user data).

In this context, should such an application present two application FEs, one with a Ud interface to the first UDR, the other connected to the other UDR? The choice to use one of the functional FEs is based on the requested data, so it should not be an issue.

On the UDR side, the same user will have user data in one UDR attached to a first set of applications and other user data in other UDR(s) for other set(s) of applications. It clearly has an impact on the provisioning side as two or more UDRs may have to be provisioned for the same user.

The other point is about data that would be common to applications in the first UDR and applications in another UDR. This situation should be avoided, as it implies a synchronized management of this data.
5.2
Alternative solutions

5.2.1
Routing Solutions for very large networks

5.2.1.1
Introduction

It is here analysed the possible solutions to address the routing issues identified in sub-clause 5.1.2 for the case 2).

3 solutions are identified.
5.2.1.2
Solution 1

In this solution, a network element having to access multiple UDRs through the Ud interface have a local way to define to which UDR belongs a user (e.g. through ranges numbering).

This solution can apply if this network element supports several application FEs each connected to a UDR, or with an extended FE supporting several Ud interfaces.

This solution requires to configure all network elements in the network acting according to the case 2). It is a solution less powerful than the one classically achieved with MAP or Diameter routing.
5.2.2.3
Solution 2

A second solution is based on a central server (a bit similar to a SLF) that is able to return the UDR identity that is storing user data of a given user to the requesting network element. Then the requesting network element will use the relevant Ud interface towards the selected UDR.

The Ud interfaces towards the different UDRs may be already established and permanently maintained, so to optimise the performances.

This solution introduces a new functional entity in the UDC architecture.

A candidate interface to this central server could be a Ud interface.

5.2.2.4
Solution 3

This solution would be based on a proxy approach (somewhat like with a Diameter proxy). Here the network element through its Application FE always uses the same Ud interface towards an entity that will support a proxy function able to route the requests towards the right UDR.

This entity having this proxy function will appear as a UDR ("a functional entity that acts as a single logical repository" as defined in 3GPP TS 23.335 [2]) for the Application FE.  Then 2 approaches are identified:

· the multiple UDRs of the 5.1.2 sub-clause are grouped into a “super UDR” that itself complies to the functional content of a UDR. And as UDC architecture does not address the internal functional structure of a UDR for which many possibilities may exist, this aggregation of UDRs into one UDR is out of the scope of the UDC architecture.

· UDC architecture evolves to consider such several UDRs driving to specify the proxy function and the interface between the proxy function and the various UDRs, keeping in mind that for the application FE, the Ud  interface  should  keep its  functional content. The introduction of a proxy may also alter the access performances to user data.

Editor’s note: further investigation on these different solutions to be pursued.

5.3
Comparison of solutions
5.4
Conclusion
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