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1. Introduction
This CR analyses the requirements for EPC nodes restoration.
2. Reason for Change
The SID for EPC nodes restoration was agreed in the last meeting. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.857 v0.1.0
* * * Start of 1st Change * * * *

4
Requirements analysis and assumptions

4.1
Introduction

This clause contains the requirements for the solution provided in this study. The general goal is to have a set of procedures ensuring that the impact of the failure of a node is limited to the loss of the capacity of that node for the time that it is out of service, plus some additional signalling in order to perform the take over by other network elements with the same function.
4.2
Impacts on Service Interruption Time

The restoration procedures could involve some steps that take place during the reestablishment of PDN Connections after the outage has occurred (i.e. after the network element that failed returns to normal functioning or another network element takes over). If that is the case, time of service interruption should not be significant.
4.3
Load balancing

The solution provided should be such that it allows the recovery of the network to a situation where the load is balanced between network elements performing the same function.
4.4
Inter PLMN Functionality Support

The restoration procedure may involve protocol solution over EPC interfaces between two PLMNs. Such solutions require functional support of EPC nodes involving different PLMNs. Such functional impacts should be minimized.
4.5
EPC Node Downtime Assumption

The failed EPC node is assumed to remain down or out of service for no longer than "Temporary Node Outage" period of time. If the EPC node is found to be responding or reachable before the expiry of the "Temporary Node Outage" timer, the restart status of the node depends upon the restart procedures as defined in TS 23.007 [2]. However, if the EPC node is not reachable or not responding for time longer than "Temporary Node Outage", it can be assumed to be completely out of service or permanently down by the peer node. The peer node may invoke the restoration or resource cleanup procedure on expiration of "Temporary Node Outage" timer.
Editor’s note: The "Temporary Node Outage" timer is a configurable parameter with default value recommended by specification.
* * * End of 1st Change * * * *

