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Abstract: VoIMS call behaviour in EPS after MME failure has been discussed in CT4#49 [1]; in particular it has been shown that with current means the IMS services are de-graded from the CS domain services. CT4 has acknowledged the existence of the problem and solicited companies for solutions. One solution which brings IMS services on par with CS was also outlined in [1]. Apart from that, it has been argued that for a brand new system the resilience should actually be higher than for the “old” CS system. In this contribution we propose a solution achieving this, based on pro-active MME failure detection and context transfer of idle mode UEs, as well as performing MME relocation of active mode UEs (without service interruption). The reason for NEC providing two solutions is to enable a more open and wider discussion, considering operator requirements and effort versus gain per solution, before taking a decision for such a central feature. 
1. Handling of idle mode UEs after MME failure 

The procedure described in section 4 of [1] considers restoration of UEs context data on the same node (failed MME). It requires some preparatory work (namely distribution of TA information to S-GWs); but the main part is done  after an MME restart.
In contrast, for the current solution we envisage restoration of UEs context data on other, alternative MMEs, and therefore naturally as soon as possible, i.e. immediately after the failure of an MME is detected. The procedure is sketched in fig. 1.

Figure 1: pro-active handling of idle mode UEs after MME failure

The steps in detail are:

1. MME 1 has failed;  

2. All eNBs with S1-MME connection to MME 1 detect the failure;

3. All eNBs detecting the MME failure initiate paging of all idle mode UEs being served by the failing MME. This could preferably be in the manner of “bulk paging”, where the identity of the failed MME and some indicators for overload avoidance are included (e.g., randomization time interval); alternatively it could be a repetition of individual paging, where the randomization for overload avoidance is done by the eNB itself. 
4. During the re-attachment the eNB re-distributes the UEs on the MMEs remaining in operation. In more detail, the service request procedure initiated by the UE as response to the paging will lead indirectly to a re-attach, in the following sequence: 

a. the UE sends the SERVICE REQUEST message to the eNB;

b. due to the failure of the originally assigned MME, the eNB needs to re-distribute the UE to another MME by releasing the RRC connection, using the cause “loadBalancingTAURequired”;
c. the UE will re-establish the RRC connection and subsequently perform a TAU;
d. the (new) MME will respond with cause #9 (“UE identity cannot be derived”); this leads the UE into EMM-DEREGISTERED, from where it can re-attach.

The randomization scheme would be based on an additional time parameter (understood as a maximum time for the randomization). The entity performing the randomization (eNB or UE) would then draw a random number between 0 and 1 and multiply with this parameter; from that it would know when to perform the necessary action (individual paging or TAU). It means that the last UE will have performed its TAU after this time interval (not counting the small delays in the procedures themselves). This maximum randomization time parameter should be configured based on the maximum admissible load. Considering the average load due to idle mode signaling (for which the system has to be dimensioned), we conclude that it can be smaller by some factor N than the (average) periodic TAU timer; this gain factor constitutes the improvement over the behaviour in the CS system. Note that this gain does not influence the latency associated with restoring an individual UE context when it is actually needed, but not yet present (i.e. when this context has not yet been restored); rather it is related to the probabilty that this undesired case happens at all.
2. Handling active mode UEs after MME failure
This is in principle FFS, but we like to raise the issue here, and it should be discussed by CT4 in this context.

From a functional point of view, active mode UEs should in principle not directly / immediately be impacted by an MME failure (of course, with any subsequent NAS signaling procedure they would detect the case). Rather, it would be desirable to apply a similarly pro-active handling to restore their context; this could be realized by re-using parts from procedures “handover with MME relocation” and “attach”. We believe that (only!) modest enhancements are necessary in S1AP, GTP and RRC; but the result would be that active mode UEs will not be impacted by the MME failure, so it would realize service continuity even with MME failures.  

3. Evaluation

Fig 2. demonstrates (for idle mode UEs) that our pro-active approach reduces service disruption time significantly, compared to the conventional MME restoration. If the MME down time (T1) is becoming longer, the relative improvement also increases, since the time needed for restoration (T3) remains constantly short.
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Figure 2: comparison of conventional (A) and pro-active (B) MME restoration over time

4. Decision
We invite the CT4 group to discuss the proposed pro-active solution for MME failure and consider it in the decision about the way forward (i.e. specification or further, detailed study). 
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