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1. Introduction
CT4 has discussed the EPC node failure in C4-101116, CT4#49. It discussed how IMS service can be provided after the EPC node gets restarted mainly focusing on voice call. It was consensus that under current specification, it might fail to terminate IMS voice call after the EPC node failure and also it needs more detailed analysis what exact problems are and potential solutions are. NTT DOCOMO has studied this problems more detailed. This paper discusses issues, it proposes basic scenario with some new mechanisms enhancements in order to achieve terminating IMS voice call after the EPC node failure.
2. Recapitulation
The C4-101116 handled at CT4#49 explains how terminating call fails.
-------------------------Excerpt from C4-101116

3.3 Subscriber data re-installation by Network Triggered Service Request
This sub section discusses the case if subscriber receives a Network Triggered Service Request while the MME does not have his/her subscriber data in the period T2 and T3 in Figure 7. In this case, the following procedure takes place. See Figure 9.
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According to the 3GPP TS 23.007, SGW can detect an MME failure by GTP echo mechanism and if it is detected, SGW releases locally all bearer information and resources that correspond to the restarted MME. This results in that no DL data can be delivered to the UE until UE re-attaches to the network by, for example, Periodic TA update, UE triggered Service Request, etc.

In the worst case, UE is not reachable until UE periodic timer expires. If periodic timer set to 45 minutes, UE unreachability may extend to 45 minutes as maximum.

Conclusion 5: Such consequences of MME failure can NOT be acceptable since Network Triggered Service Request cannot reach to end user for long time. (For example, it would be 45 minutes.)

We discussed about the MME restart case from the end users perspective

As the conclusion from both section 2 and 3, it could be understood that the CS domain services has more robustness than the IMS services provided by EPC against the core network node failure.

As the conclusion in section 2 and 3, the IMS services are de-graded from the CS domain services in case of network node failure.

-------------------------Excerpt from C4-101116
In addition, if the SGW receives DL data from the PGW before the SGW receives error indication from the MME such as GTP echo message as described in figure 9 of subclause 3.3 C4-101116, the SGW sends Down Link Data Notification to the MME and MME sends back Down Link Data Notification Acknowledge indicating its error because no subscriber data is exists in the MME. After the SGW receiving Down Link Data Notification Acknowledge, almost same procedure will happen as first scenario.
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Figure1. DL data comes to the SGW before the error indication comes from the MME to the SGW
3. Analysis and proposals
3.1 General
As discussed in C4-101116, in the 3G network scenario, the VLR/MSC failure can be hidden to the end user by periodic update location procedure or UE originated call setup procedure or IMSI paging for the terminating call even if the first tries of the last two scenarios might be fail. Those first tries leads UE to re-Attach and setup user subscriber data in VLR/MSC. Respect to that, in the EPC network also should be capable to handle at least IMS voice terminating call in the case of the EPC node failure as well as 3G network scenario to guarantee the same level of requirements and robustness. 

There are possible two approaches in order to solve the problem.

· Approach1: after the MME got restarted, it pages the UE anyhow and force the UE to re-Attach in order to re-setup the needed whole information for the bearers in the core network.

· Approach2: recover the MME as same as before it got restarted.

The Approch2 seems not be so easy from the technical point of view, because it requires for the MME retrieving all needed contexts from the HSS, SGW and other entities so that the MME got all information back as before the restarted. That seems a little bit different topic such as “how to rebuilding storages”. Therefore this paper proposes the Approach1 is better for the basic idea as like proposed by C4-101116.
3.2 ISSUES for the Approach1: forcing the UE to re-Attach
If it can be agreed to take the Approach1 as basis, it has issues needed to be take care of as show below:
· ISSUE 1: After the process of the informing the UE to re-Attach anyhow, it is not guaranteed that the paged UE selects the same MME by the re-Attach. That means it is possible that the different MME/different SGW/different PGW might be selected. In that scenario, there might be hanging bearers in the old entities. 
· ISSUE 2:  As pointed out in the ISSUE1, it is possible that the different entities such as MME/SGW/PGW are chosen during the process of the re-Attach. It seems no problem if all of the same entities are selected however if the some of the new entities are selected to connect, IMS level consideration is also needed. In the case of the scenario that all same entities as before the MME got restarted are chosen, IP-CAN Session Modification like signaling might be happened between the same PGW and CSCFs via PCRF, which means the CSCFs might be able to continue to handle the incoming call request as normal. However if some of the different node are chosen, what kinds of IP-CAN Session procedures happen? The old PGW sends IP-CAN Session Release to the CSCFs? The new PGW sends IP-CAN Session Establishment to the CSCFs? During the timeframe between IP-CAN Session Release and IP-CAN Session Establishment, IMS level registration might be lost and the CSCFs are going to reject to handle the incoming calls?
4. Proposed whole scenario and needed enhanced mechanisms

Figure.2.1 shows the proposed whole picture of the scenario with proposed technical enhancements.
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Figure2-1. Proposed whole enhanced scenario
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Figure2-2. Cleanup the old bearers associated to the restarted MME between the MME and CSCFs
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Figure2-3. IMSI paging and re-Attach which leads re-build the bearers between the UE and CSCFs
4. 1 Enhancement 1: the SGW maintains the bearers after detecting the MME restarts
The step1 in the figure 2-1, even if an SGW detects the MME restart by receiving the GTP echo message, the SGW should maintain the bearers in order for the process of re-building the bearers i.e. the SGW should not release bearers locally at that timing and should not reject incoming call request. Under current specification, the SGW releases bearers locally when recognizes the MME restarted by receiving the GTP echo message. That leads DL data handling failure and can never come back. 
Proposed enhancement1: A SGW which detects that an MME got restarted by receiving GTP echo message, the SGW should maintain all/specific bearers. It might not necessary for the SGW to keep all bearers. The bottom line is that the voice call related bearers, i,e. a bearer used for IMS signaling, needs to be maintained. 
NOTE:
Criteria of what bears should be released and what bearers should be maintained needs to be clarified.
4.2 Enhancement 2: the MME executes IMSI paging if receives Down Link Data Notification with IMSI
After maintains the some bearers, the SGW sends Down Link Notification to the MME when receiving DL data from the PGW. To force the UE to do the re-Attach in order to re-setup the bearers in the core network, if the MME could recognize that the MME got restarted, the MME should execute the IMSI paging when receiving the Down Link Data Notification with IMSI from the SGW even if the MME has no appropriate subscriber data because of e.g. restarted. 
From the SGW point of view, if the SGW is aware that the MME got restarted by receiving the GTP echo message, then the SGW should send Down Link Data Notification with IMSI to the MME as pointed above. On the other hand, in the case that DL data comes to the SGW before receiving any GTP echo message from the MME, the SGW could not be aware that the MME got restarted therefore the SGW sends Down Link Data Notification following to the normal procedure i.e. without IMSI. In this scenario, the MME sends back Down Link Notification Acknowledge with error cause “context not found”. Then the SGW re-sends the Down Link Data Notification with IMSI to the MME.
· Proposed enhancement2: The step2 and step3 in figure 2-1, after maintain the some bearers, the SGW sends Down Link Notification to the MME with IMSI so that the MME executes IMSI paging.  The MME shall execute IMSI paging when receives the Down Link Notification with IMSI after the MME got restarted. If the SGW is not aware that the MME got restarted, the SGW sends Down Link Notification without IMSI and then the MME sends back Down Link Notification Acknowledge with error cause saying that context not found. After receiving error, the SGW sends Down Link Notification with IMSI.
NOTE: 
In C4-101116, it is proposed to include TA list which is received from MME in advance, into Down Link Notification to reduce the scope of the IMSI paging because the IMSI paging increase signaling load heavily.
4. 3 Enhancement3: cleaning up the old bearers
One possible solution for the ISSUE1 raised in the clause 3.1 is that to clean up the old bearers which are associated the restarted MME in parallel with the process of IMSI paging in step10. It is based on the assumption that one/all of the different MME/SGW/PGW are selected. It is not guaranteed that the paged UE selects the same MME by the re-Attach. That means it is possible that the different MME/different SGW/different/PGW are selected. In that scenario, there might be hanging bearers in the old entities. To avoid those, it is reasonable to clean up the bearers in the old entities by sending Down Link Notification Acknowledge with IMSI to the SGW. The reason why it needs to add IMSI onto the Acknowledge message is that something information are required to identify which bearers are targeted to release in the SGW.
In addition, for this scenario, the SGW should also initiate Delete Session Request toward the PGW as shown step6 of figure2-2, to clean up the bearers, not only release the bearers in the SGW. For that purpose, some indication which mentioned that the MME got restarted is needed onto Down Link Notification Acknowledge from the MME in order to trigger the Delete Session Request by the SGW. 
Proposed enhancement3: After IMSI paging, the MME sends Down Link Notification Acknowledgement with IMSI and cause value which says “the MME got restarted”. With receiving that message, the SGW release the bearers in the SGW and initiates the Delete Session Request toward the PGW.
4.4 Enhancement4: IP-CAN session consideration
Not only thinking about the EPC level bearers, IMS level consideration is also needed at the same time because at least terminating voice call should be taken care of. Respect to the proposal of cleaning up of the bearers procedure discussed in the enhancement3, the PGW initiates the IP-CAN Session Release to the P/S-CSCF via PCRF as step8 in figure2-1. And after the completion of the setup for the recovered EPC bearers at the new PGW triggered by the re-Attach by the UE, the PGW also should take care of the IP-CAN session i.e. IP-CAN Session Establishment as step17.
From the P/S-CSCF point of views, during the procedures of whole scenario, the P/S-CSCF might reject the incoming session request e.g. INVITE from the initiating side during the time frame between IP-CAN session release completion as step8 and IP-CAN session re-establishment/IMS re-registration completion as step18 .
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Figure3. P/S-CSCF rejects the incoming call request
One possible solution is to allow that a scenario which is similar user experience described in C4-101116, like 3G network situation which is that the first termination request may be fail and after the fully setup completion includes IMS registration level, the next try may be successful. However it is quite big chance to enhance the network capability in order to provide better user experience in the LTE era so that first incoming request makes the call complete without any “busy” like user inconvenient. 
· Proposed enhancement4: it proposes to add new indication onto the signaling step4, step6, step8 which indicates that the session is rebuilt caused by the MME restart. This indication informs the P/S-CSCF that saying please don’t send re-transmit for that call, please don’t send error to the call initiating side, please don’t discard incoming call and wait to recovery of the IMS re-registration.  
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Figure4. P/S-CSCF aware that the MME got restarted
However this proposal needs to be considered by CT3 from the PCC point of view, and needs to be considered by CT1 from the P/S-CSCF point of view. If CT4 agrees this concept as one of the candidate for the solution, then it is natural sense to send LS to them to ask their views whether this solution is reasonable/make sense or not.
At the same time, a consideration of PMIP S5/S8 is needed to align the capabilities between protocols. 
· Enhancement5: it proposes new indication/flag in PBU on the PMIP S5/S8 at the same time which informs PGW that it is re-build session caused by the MME restart. However this should be investigate after the agreement of the proposed enhancement4
5. Conclusion
This paper discusses how incoming voice call is handled after the MME failure and raises some technical enhancements to achieve that scenario in the LTE era. And also regarding to the IMS prospective, it strongly requires the capability of the IMS network as basic functionality for the call handling. Therefore this clause proposes to agree those enhancements as Rel-9.
5.1 Approach for basis

It proposes the Approach1 discussed in the clause 3.1 as basis for the solution. That is to try to force the UE to re-Attach in order to re-build the whole network information set for the recovering the bearers. 
5.2 proposed enhancements
It is proposed to agree the concept discussed in the main body of this contribution. If CT4 agrees the proposed enhancements, it proposes to agree the appropriate CR C4-101733 for the TS23.007, C4-101734 for TS29.274.
5.3 CT1/CT3 coordination
As discussed in the clause 4.4, the proposed solution on the table seems to be related to the CT1 and CT3 aspects. Therefore this paper proposes to send LS to the CT1/CT3 to ask whether this solution is reasonable after the consensus for the solutions.
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If P/S-CSCF recognizes the MME restart flag, it holds on-going and further incoming call request messages (i.e. INVITE) 
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9. If P/S-CSCF recognizes the MME restart flag, it holds to re-transmit the DL data, it doesn’t send error to the originating side, it doesn’t discard the DL data and it waits the recovered IMS registration 
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3. No subscriber data, but the MME always executes IMSI paging if the MME recognized that the MME got restarted. 





Cleanup the old bearers associated to the restarted MME between the MME and CSCFs see figure2.2





IMSI paging and re-Attach which leads re-build the bearers between the UE and CSCFs see figure 2.3
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