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1. Discussion

This paper discusses the EPC node failure. Triggered by Ericsson CR (C4-100406: Cleanup of hanging PDN connections/bearers), NEC studied the EPC node failure after San Francisco meeting from a bit different angle.
We would like to discuss with this paper how IMS service can be provided when the EPC node gets restarted by comparing with the current CS services, mainly focusing on voice call.

2. CS domain services (Voice service) when VLR restarted

When the VLR (VLR implies VLR/MSC combined node in this paper) has restarted, the VLR may loose all subscriber data downloaded from HLR. Lost subscriber data can be basically re-installed by three ways. Note that the location update procedure due to UE movement after the VLR restart is not discussed in this section since the procedure and conclusion is the same as the one in section 2.1.
2.1 Subscriber data re-installation by the periodic location update procedure.

The VPLMN operator can set a periodic location update timer as the system data and informs to all subscribers by broadcast message. Since each subscriber has its own period for launching the periodic location update message to the VLR, the periodic location update procedure is spread and then it prevents the VLR from being congested for its process. If VLR receives a periodic location update message, VLR checks the contents of message and if nothing changed, the VLR simply responds to the subscriber. If the VLR does not have subscriber data, VLR then asks HLR to down load subscriber data. This typically happens after the VLR gets restarted. Figure 1 shows how the Periodic location update procedure is handled in 2G/3G core network.
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Figure 1: How Periodic location update procedure is handled in 2G/3G core network.

Figure 2 illustrates how subscriber data are re-installed by the periodic update procedure.
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Figure 2: How subscriber data are re-installed by the periodic update procedure.

The period between T2 and T3 corresponds to the Periodic timer that operator defines. For example, a periodic time is defined as 45 minutes, it means subscriber data can be successfully re-installed within 45 minutes after the VLR has restarted.
The important point here is that if subscriber stays idle between T1 and T3, subscriber does not perceive the VLR failure at all. 
Conclusion 1: The VLR failure can be hidden by the periodic location update procedure if subscriber stays idle.
2.2 Subscriber data re-installation by origination.
This sub section discusses the case if subscriber originates a call while the VLR does not have his/her subscriber data in the period between T2 and T3 in Figure 2. In this case, his/her service request message triggers the subscriber data download from his/her HLR. See Figure 3.
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Figure 3: How subscriber data is re-installed triggered by origination.

Further, a typical behaviour of a user if he/she gets “no service tone” would be as shown in Figure 4. See figure 4. (1) My call did not go through probably due to bad coverage. (2) Let me try again.
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Figure 4: How a user would react if his/her call attempt failed once.
As illustrated in Figure 4, if the call attempt failed once, the call-issued user usually does nott complain. He/She might think this is due to bad coverage or bad luck. The second call attempt would be successful since his/her subscriber data should be downloaded from his HLR within a few seconds.

Here the important thing is that this bad luck must not occur more than once. If the call setup continues to fail, people get upset.

Conclusion 2: The VLR failure can be acceptable for end users if a call setup fails only once.

2.3 Subscriber data re-installation by termination.
This sub section discusses the case if a subscriber receives a call whilst the VLR does not have his/her subscriber data in the period between T2 and T3 as in Figure 2. In this case, page response message for IMSI paging triggers the subscriber data download from his/her HLR. See Figure 5.
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Figure 5: How subscriber data is re-installed triggered by termination.

Further let’s talk how typical human behaviour if he/she gets “no service tone”. See Figure 6. I think typically behaviour would be (1) my call did not go through probably due to bad coverage. (2) Let me try again.
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Figure 6: How people think if a call attempt failed once.
As illustrated in Figure 6, if a call attempt failed once, people usually do not complain. They might think this is due to bad coverage of the called person or bad luck. The second call attempt would be successful since the subscriber data of the called person should be downloaded from his/her HLR within a few second.

Here the important thing is that this bad luck can tolerant only a few times. If the call attempt continues failing, people may get upset. But, in general, people show more tolerance in the event of call failure to mobile users since they know that such a call might have a some change to get failed due to lack of coverage. 
Conclusion 3: The VLR failure can be acceptable for end users if terminating call to mobile fails only a few times.

We discussed about the VLR restart case from the end users perspective. It could be concluded in this section that the VLR failure can be hidden to end users.
3. IMS services (Including Voice service) via EPS when MME restarted

When the MME has restarted, the MME may loose all subscriber data downloaded from HSS. Lost subscriber data can be basically re-installed by two ways. Note that the TA update procedure due to UE movement after the MME restart is not discussed in this section since the procedure and conclusion is the same as the one in section 3.1.
3.1 Subscriber data re-installation by the periodic TA update procedure.

The VPLMN operator can set a periodic location update timer as the system data and informed it to all subscribers by broadcast message. Since each subscriber has its own period for launching the periodic TA update message to the MME, the periodic location update procedure is spread and then it prevents the MME from being congested for its process. If MME receives a periodic location update message, MME checks the contents of message and if nothing changed, the MME simply response to the subscriber. If the MME does not have subscriber data, MME then ask HSS to down load subscriber data. This is typically happens after the MME gets restarted. This is a totally equivalent mechanism described for the CS domain as discussed in Section 2.1.

Figure 7 illustrates how subscriber data are re-installed by the periodic TA update procedure.
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Figure 7: How subscriber data are re-installed by the periodic TA update procedure.

The period between T2 and T3 corresponds to the Periodic timer that operator defines. For example, if a periodic time is defined as 45 minutes, it means subscriber data can be successfully re-installed within 45 minutes after the MME has restarted.
The important point here is that if subscriber stays idle between T1 and T3, subscriber does not perceive the MME failure at all. 

Conclusion 4: The MME failure can be hidden by the periodic TA location update procedure if subscriber stays idle.
3.2 Subscriber data re-installation by UE triggered Service Request.
This sub section discusses the case if subscriber initiates a service while the MME does not have his/her subscriber data in the period T2 and T3 in Figure 7. In this case, his/her service request message triggers the subscriber data download from his/her HSS. See Figure 8.
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Figure 8: How subscriber data is re-installed triggered by UE triggered Service Request.
As the same reason with the CS call origination case, if a call attempt failed once, people usually don’t complain. He/She might think this is due to bad coverage or bad luck. The second call attempt would be successful since his subscriber data should be downloaded from his HSS within a few second.

Here important thing is that this bad luck must not occur more than once. If it continues to fail, people get upset.

Conclusion 5: The MME failure can be acceptable for end users if UE triggered Service Request fails only once.

3.3 Subscriber data re-installation by Network Triggered Service Request
This sub section discusses the case if subscriber receives a Network Triggered Service Request while the MME does not have his/her subscriber data in the period T2 and T3 in Figure 7. In this case, the following procedure takes place. See Figure 9.
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Figure 9: How subscriber data is re-installed triggered by Network Triggered Service Request.

According to the 3GPP TS 23.007, SGW can detect an MME failure by GTP echo mechanism and if it is detected, SGW releases locally all bearer information and resources that correspond to the restarted MME. This results in that no DL data can be delivered to the UE until UE re-attaches to the network by, for example, Periodic TA update, UE triggered Service Request, etc.
In the worst case, UE is not reachable until UE periodic timer expires. If periodic timer set to 45 minutes, UE unreachability may extend to 45 minutes as maximum.

Conclusion 5: Such consequences of MME failure can NOT be acceptable since Network Triggered Service Request cannot reach to end user for long time. (For example, it would be 45 minutes.)
We discussed about the MME restart case from the end users perspective
As the conclusion from both section 2 and 3, it could be understood that the CS domain services has more robustness than the IMS services provided by EPC against the core network node failure.

As the conclusion in section 2 and 3, the IMS services are de-graded from the CS domain services in case of network node failure.
4. How do we bring the EPC on par with the legacy system?
We would like to discuss in this section how we do against the EPC network node failure. In our view, we must provide at least the same level of service availability with the current CS domain services as the bottom line.

Further, we can study better mechanism how to treat EPC network node failure.

If we can agree to make the EPC robustness as the same level with the CS domain, then NEC is happy to provide the contribution as out lined in Section 4.1

4.1 Subscriber data re-installation by Network Triggered Service Request
This sub section proposes the mechanism to let UE attach to EPC when service request is triggered by the network. See Figure 10.
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Figure 10: Subscriber data re-installation by Network Triggered Service Request
This mechanism consists of the following technical elements.
· MME always transfers the latest TA list to corresponding SGWs. This information is essential in case of MME failure since it allows avoiding the IMSI page for the entire coverage of an MME (which is extremely stressful for the EPS system, since a large number of eNBes is typically covered by one MME). 

· When an SGW detects the MME failure by GTP echo mechanism, it can maintain all/some bearers, IMSI and TA list. Operator should be able to select bearers, for example based on the service on top (IMS), so that only important services can be chosen for such maintenance. Otherwise, current MME restart mechanism applies.

· In case SGW maintains bearer resources, IMSI and TA list, SGW starts the timer. If timer expires, maintained resources are removed. This treatment is needed in case this SGW is not chosen when UE re-attached to the network.

· When SGW gets DL data, SGW sends the downlink notification message to the MME with IMSI and TA list. MME then initiates IMSI page to all TAs in the TA list received from the SGW.

· Once the UE receives the IMSI page, UE then initiates ATTACH procedure as specified in current specifications.

5. Decision
This paper discusses the EPC node failure comparing with the current CS domain failure.

Although this study was triggered by Ericsson CR, NEC believes that this is a bit related but it can be discussed separately. NEC would like CT4 to discuss the following points:

· NEC would like to adapt the mechanism as outlined in Section 4.1. This is our bottom line in EPC since again, current MME failure is less robustness than the VLR failure and we believe this is not acceptable for 3GPP operators. If CT4 agrees on this point, NEC is happy to provide necessary contributions to the next CT4 meeting with the TEI-10.

· NEC also proposes to study this issue more extensively aiming to provide better service availability than the one in the CS domain. In this case, a possible way forward would be to create a TR.
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