3GPP TSG CT4 Meeting #48
C4-100325
San Francisco, US
22nd – 26th February 2010
Source:
Huawei
Title:
Consideration on Load Balancing between GWs
Agenda item:
6.14
Document for:
Discussion
1. Introduction

Normally the load balancing mechanism for SGW/PGW nodes can be realized by DNS mechanism. On SA2#76 meeting one incoming LS from CT4 (S2-100049) has proposed to optimize this mechanism by using the load information feed backed from SGW/PGW. Although this feedback solution principle has been accepted by SA2, it is still not clear on whether this optimization is need, especially when we considered that MME load balancing does not adopt that mechanism. 
2. Possible Solutions 
To do the load balance of SGW/PGW, firstly we need understand the mechanism on how to do it. Two proposals are listed on the table. 

Option A) DNS based mechanism. In this mechanism the operator can set weight factor on the DNS database. Thus the result of DNS query will assign the GW based on the capacity of GW. 

Option B) Optimization mechanism based on the load information returned from GW. Based on our understanding that mechanism is when MME has gotten the SGW/PGW IP address and send the create session request to the SGW/PGW, the SGW/PGW will return the load information back to the MME.MME will maintain that load information and use it for the next SGW/PGW selection (refer to C4-093044). 

3. Discussions
For MME load balancing similar two proposals have also been raised before (refer to S2-081186). The final SA2 decision is that Weight factor mechanisms are adopted. This is due to the load feedback mechanism have below two problems,
1) The validity of the MME loads information. 
2) How to avoid all eNodeb do the same selection and thus leads to the sudden load burst for the least load MME.
Above two problems still stand for the SGW/PGW load balancing issue. Further there are some more considerations comparing to the original MME load balancing issue.

3.1 GW load balancing category:
Based on the interface the GW load balancing can be distinguished on two cases, i.e. SGW or PGW load balancing. 

Normally the SGW relocation can be happened on the TAU process. It seems even if SGW is overloaded it can easily be off-load by SGW relocation during the TAU process, e.g. periodic TAU process. But currently PGW relocation is not supported. So PGW load balancing is more important.

3.2 Problem on S5/S8 interface:
In one MME pool the amount of MME entity is limited. Thus the S1 connection is also limited. Now the connection between SGW and PGW are unlimited, thus the load information need be circulated in a more large scope comparing to S1 interface case. Then the load information of PGW comparing to MME are even more unstable, i.e. as the amount of SGW connected to one PGW are more than eNodeB connected to one MME, the possibility of load information change frequency of PGW are more bigger than MME. Thus the problem listed above are more worse than S1 interface case. 

Also due to the competitor reason the PGW will not return the load information to other operator, e.g. S8 interface. 

As the PGW will be selected by MME, it means that PGW load information also need be returned to MME besides the SGW load information. So does it means that SGW also need convey one optional IE on the GTP message to query the PGW load information?

3.3 Problem on S4/S11 interface:
The same problem as listed on S1 interface (refer to above) need be solved. 

3.4 Weight factor consideration:
Now back to the weight factor set on DNS, the disadvantage mentioned by incoming CT4 liaison c4-093044 was the load information maybe not equally in the short term. But for the long term the user behaviour is statistically equally it does not see any advantage for adjust the subscriber just due to the short term dynamic load information. And from the MME load balancing discussing we know that weight factor is the simpler way to do that. 

Another consideration to this is that backward compatibility problem. This is due to the R8 MME/GW are all not supported this mechanism. So operator always need do some weight factor setting on the DNS database. And we think this also stands for R8 onward network. Now if we introduce a new mechanism on R9, one problem for R9 MME doing the GW selection is which preference should take first, i.e., whether the list order from DNS query or the load information returned from GW? Our understanding is that in that case the DNS database should take first, as that database has considered the query from different MME, it does has the load-balancing consideration from operator view. If we take the load information first, then similar decision can be done on different MME, it easily make some GW load go high in a short time. So even in this case we still need take the DNS database as first choice.

4. Conclusion and Proposal
From the above analysis, it is proposed to adopt the Weight Factor method to achieve load balancing between GWs, since it combines simplicity, robustness and good performance. With this approach, there is no need to make any modification or extension to current GTP/PMIP protocol on S4/S11 or S5/S8 interfaces.
