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1. Introduction
The current version of the TR contains a number of solutions within many sections. Some solutions are related to solutions in other sections. The solutions are general numbered within each section but in a number of cases the numbering is not aligned with the solutions to which they relate in the other sections. 
2. Reason for Change
TR is updated to remove the numbering of solutions and thereby remove any confusion over correlation of solutions. Each solution is named according to its function.
3. Conclusions

4. Proposal

It is proposed to include the following changes to 3GPP TR 23.889 v 1.0.0
* * * First Change * * * *

7.2.2
Local Handover to Incompatible Codec with LCLS interrupted

7.2.2.1
Technical Description of Local Handover Solution with LCLS interrupted
Editor's Note: this should be further clarified that it also applies to AoTDM

The first solution here is that oBSS first breaks LCLS (details are not discussed here), then sends an Internal Handover Required to the oMSC Server and the Internal Handover Execution is performed as described in TS 48.008 for AoIP. Of course that requires the Abis and A-Interfaces on both sides of the call (oAbis and tAbis, oA and tA): a substantially higher load for the potential satellite links and a substantially higher speech path delay. oMGW has to insert a pair of Transcoders (HR<=>PCM<=>EFR) and the speech quality drops accordingly. Figure 7.2.2.1.1 shows this scenario.
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Figure 7.2.2.1.1: Local Handover to an incompatible Codec: break LCLS

7.2.2.2
Pros and Cons of Local Handover Solution with LCLS interrupted
This solution is a natural outcome of the provided tools "LCLS break" and "Internal Handover with MSC support". It does not need any additional support and is included in a potential LCLS solution.

7.2.3
Local Handover to Incompatible Codec with Transcoding in BSS

7.2.3.1
Technical Description of Local Handover with Transcoding in BSS
Another alternative could be that oBSS inserts a pair of transcoders and virtually - for the Core Network - the Local switch is maintained. This is shown in figure 7.2.3.1.1.
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Figure 7.2.3.1.1: Local Handover to an incompatible Codec: Transcoding in BSS

7.2.3.2
Pros and Cons of Local Handover Solution with transcoding in BSS
It is obvious that this is not reasonable, because it misses all goals of the original idea: there are transcoders involved in the BSS, there are two Abis-links involved, the voice quality is low, the delay is high. 
So we can just note: this is not reasonable and is not followed further.

7.2.4
Local Handover to Incompatible Codec by asynchronous Double Handover

7.2.4.1
Technical Description of Local Handover Solution by asynchronous double handover
Still the question is: Can we improve this? Can we maintain or re-establish LCLS also for such cases where the Codec changes? Note: if AMR would be used, then at least all handovers between FR_AMR and HR_AMR would work well, see chapter 7.1.

Obviously LCLS without transcoding is only possible, if the other radio leg would also perform a handover to the same or a compatible new Codec Type/Configuration. In our example the original EFR<=>EFR must be double-handed-over to HR<=>HR and - that is very important - the Core Network needs to be involved as well to prepare the path through the Core Network for the potential LCLS break. 

Requirement: for AoIP it is not allowed to use a certain Radio Codec in LCLS that is not also supported by the Core Network Access MGW. 
Reason: Otherwise a break of LCLS is not guaranteed and the call might fail later. 

The simplest, well known and safe solution is to perform this double-handover in several steps: 
first perform a break of LCLS, then an Internal Handover Execution for the one MS, then an Internal Handover Execution for the second MS, then the re-establishment of the Local Switch. The common BSS could initiate and trigger all these actions, it seems not necessary to involve new Inter-MSC Server signalling.

7.2.4.2
Pros and Cons of Local Handover Solution by asynchronous double handover
What are the drawbacks here: 
The break of LCLS is assumed to cause an sharp increase in round trip delay of about 600ms: that is clearly audible. It further causes a sudden load increase on any satellite links and through the Core Network. The first and second Internal Handover Executions cause load for both MSC Servers and MGWs. Two pairs of Transcoders are necessary, one pair in each MGW. Because the BSS-MSC Servers need to execute the Control Plane signalling through the Satellite link these handover signalling takes quite a while, which in some sense degrades the radio performance. The Core Network was typically at call setup prepared for the common Codec (in our example the EFR) and it is currently common practise to keep this Codec constant within the internal Core Network links during the call. The Codec Constellation after the second handover is therefore (most likely): HR<=>PCM<=>EFR<=>PCM<=>HR and this does not provide the best quality we can think of (the eModel, see ITU-T Recommendation G.108 [7], estimates this to about MOS=2.2, excluding radio errors). Finally, after the re-establishment of the LCLS in HR the round trip delay sharply decreases again and the speech quality improves substantially (eModel: MOS=3.6, see ITU-T Recommendation G.108 [7],  excluding radio errors), while the original quality was EFR<=>EFR (eModel: MOS=4.3, see ITU-T Recommendation G.108 [7],  excluding radio errors).
7.2.5
Local Handover to Incompatible Codec by synchronous Double Handover

7.2.5.1
Technical Description of Local Handover Solution by synchronous double handover
Another alternative: synchronized double-handover of both terminals, with prior or parallel or later negotiation with the Core Network for the target Codec Type/Configuration.

Assuming the MSC Server has indicated support for the new, target Codec Type/Configuration within the most recent Assignment Requests or Handover Requests and the necessary resources are still granted within the MGWs. Then the BSS can start immediately to execute the double handovers. When these are both successfully performed, then the MSC Server is informed by "Handover Complete" and the MSC Server prepares the MGW accordingly for the potential LCLS break. It is not required (but possible) that the MSC Server invokes a "Mid-call Codec Renegotiation" to align the path through the Core Network with the same Codec Type for a potential later LCLS break. This would remove the transcoder-pairs and optimize the voice quality for a potential LCLS break.

It is left for BSS-implementer skills how a double, synchronized handover may be implemented. But whenever the two radio-leg-pairs execute their handovers within less than 600ms time difference, then the resulting speech path interruption is already better than in the procedure described above in chapter 7.2.4. 

7.2.5.2
Pros and Cons of Local Handover Solution by synchronous double handover
The load on the Abis and A-Interface would not occur; the double delay jumps would not occur; the handover signalling on A-Interfaces and transcoding effort would not occur; all in all a quite substantial improvement. This is in many respects the best of all discussed alternatives. It fulfils GERAN-Assumption #18 (see chapter 5.1).

But there are several weak points that need further studies:

1.
the MSC Servers could reject (in parallel or later) the new target Codec for whatever (unlikely) reasons on one or both A-Interfaces, then an LCLS break would not be possible;

2.
one of the synchronized Handovers could fail: then the call is interrupted; either the failed handover is retried and successfully executed (long speech interruption) or the other handover is taken back - but is that possible? Wasn't there an urgent need for this troublesome handover?

What happens if the Handovers coincide with supplementary services?

* * * Next Change * * * *

7.3
Inter-BSS Handover that terminates Local Call
7.3.1
Inter-BSS Handover that terminates Local Switching: MSC-S-judged LCLS Solution
7.3.1.1
Technical description
It is assumed that the call was established with local switching. When the Inter-BSS Handover is performed by the BSS autonomously, the BSS shall inform the oMSC Server and tMSC Server to terminate Local Switching. 

tMS may also perform Inter-BSS handover after the Local Switching has been terminated, so the oMSC Server shall inform the tMSC Server to update the information of the new RAN-ID, new oCall-Leg, and LCLS-Status after the handover. 

Figure 7.3.1.1.1 illustrates a call flow for Inter-BSS Handover that terminates Local Switching. New messages and new elements are marked in red color in the figure. oBSS and tBSS are the same physical nodes. 
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Figure 7.3.1.1.1: Inter-BSS Handover that terminates Local Switching
The oBSS and tBSS are the same, and oBSS/tBSS has correlated the two call leg together. When the one call-leg make a handover (as shown in above figure, oBSS receives HANDOVER COMMAND), the tBSS knows the LS is broken, so it triggers to break local switching and inform the MSC of other call-leg (as shown in above figure, tBSS informs tMSC Server LS broken).

The oMSC Server can updates the other tMSC Server after sending HANDOVER COMMAND or HANDOVER COMPLETE. In the first case, it faces the risk of Handover failure. For the second case, which may cause the intermediate nodes active resource very late, it will lead to voice break. The second case is more serious and first case can be corrected by sending additional update message, so the oMSC Server updates the remote end after HANDOVER COMMAND.

7.3.1.2
Pros and Cons of Inter-BSS Handover that terminates Local Switch: MSC-S-judged LCLS Solution
Pros:
-

-

Cons:
-

-
7.4
Inter-BSS Handover that establishes Local Call
7.4.1
Inter-BSS Handover that establishes Local Switching: MSC-S-judged LCLS Solution
7.4.1.1
Technical description
It is assumed that a non-local call was established. When the oMS performs an Inter-BSS handover and the oMSC Server detects that the present call will be a local call after handover, then the oMSC Server shall send the Handover Request message with other party call-leg information to inform the target BSS that it should perform local switching.

When the local switching has been established during the handover procedure, the BSS shall inform the MSC Server that the call has been locally switched in HANDOVER COMPLETE, and the BSS shall also send a new message LCLS ESTABLISHED to inform the tMSC Server that the local switching has been established;
tMS may also perform Inter-BSS handover after the Local Switching has been established, so the oMSC Server shall inform the tMSC Server to update the information of the new RAN-ID, new oCall-Leg, and LCLS-Status after the handover completes.

Figure 7.4.x.1.1 illustrates an Inter-BSS Handover Call Flow within a MSC-S when LCLS is established. New messages and new elements are marked in red color in the figure. targetBSS and tBSS are the same physical nodes.
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Figure 7.4.1.1.1: Inter-BSS Handover Call Flow for the Case LCLS Established

1.
When the oMSC Server receives HANDOVER REQUIRED message including target LAI and target cell ID, it can determine the target BSS by the target LAI and target cell ID that has to be mapped to Global RAN ID configured in oMSC Server. So the oMSC Server knows the RAN ID of the target BSS.
2.
The oMSC Server detects that this is local call according to the RAN ID of the target BSS and tRAN ID. 

3.
If the call is a local, the oMSC Server sends “tCall Leg” and "LCLS Indicator" IEs to the target BSS in HANDOVER REQUEST.

4.
The BSS correlates the call legs when "tCall Leg" IE is present in the HANDOVER REQUEST, then reports "LCLS-Ack" in HANDOVER REQUEST ACK to the oMSC Server. The BSS may establishes the local switch path after the MS has completed handover to the target BSS immediately if enabled by the setting of the “LCLS Indicator” IE in the HANDOVER REQUEST message. 

5-8. When the local switching has been established during the handover procedure, the BSS shall inform the MSC Server that the call has been locally switched in HANDOVER COMPLETE, and the BSS shall also send a new message LCLS ESTABLISHED to inform the tMSC Server that the local switching has been established;

9.
When the HANDOVER COMPLETE has been received by the oMSC Server, and then the oMSC Server shall inform the tMSC Server to update the information of the new RAN ID, new oCall-Leg, and LCLS-Status.

7.4.1.2
Pros and Cons of Inter-BSS Handover that establishes Local Switching: MSC-S-judged LCLS Solution
Pros:
-

-

Cons:
-

-

7.4.2
Inter-BSS Handover that non Local Switch unchanged: MSC-S-judged LCLS Solution
It is assumed that a non-local call was established. When the oMS performs an Inter-BSS handover and the oMSC Server detects that the present call keeps non local call after handover, the oMSC Server shall inform the tMSC Server to update the information of the new RAN-ID, new oCall-Leg, and LCLS-Status after the handover completes.

Editor’s Note: The procedure for simultaneous handover in both sides is FFS.
7.5
Inter-MSC Handover Scenarios
7.5.1
Inter-MSC Handover that establishes Local Switching: MSC-S-judged LCLS Solution
7.5.1.1
Technical description
It is assumed that a non-local call was established. When the oMS performs an Inter-MSC handover, the oMSC Server may be unable to determine whether the present call will be a local call or not after handover. In order to establish potential Local Switching, the oMSC Server shall send the MAP-Pre-Handover Request message with other party call-leg information and tRAN-ID to the target MSC Server. The target MSC Server shall detect whether the tRAN-ID and the target RAN-ID are identical or not; if they are identical, the target MSC shall send the Handover Request message with other party call-leg information to tell the target BSS to perform local switching.

When the local switching has been established during the handover procedure, the BSS shall inform the target MSC Server that the call has been locally switched in HANDOVER COMPLETE, and the BSS shall also send a new message LCLS ESTABLISHED to inform the tMSC Server that the local switching has been established.
The target MSC Server sends the MAP-Send-End-Sig Request message to the oMSC Server with the new oRAN-ID, new oCall-Leg, and LCLS-Established indicator.

tMS may also perform Inter-BSS handover after the Local Switching has been established, so the oMSC  Server shall inform the tMSC Server to update the information of the new RAN-ID, new oCall-Leg, and LCLS-Status after the handover completes.

Figure 7.5.1.1.1 illustrates an Inter-MSC Handover Call Flow for when LCLS is established. New messages and new elements are marked in red color in the example call flow. Target BSS and tBSS are the same physical nodes.
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Figure 7.5.1.1.1: Inter-MSC Handover Call Flow for the Case LCLS Established

1-2. When the HANDOVER REQUIRED is received by the oMSC Server, the oMSC Server sends "LCLS Indicator", "tCall leg" and "tRAN ID" IE's to the target MSC Server.

3.
The target MSC detect the local call according to the RAN ID of the target BSS and tRAN ID. 

4.
If the call is a local one, the target MSC Server sends "tCall Leg" and "LCLS Indicator" IE's to the target BSS in HANDOVER REQUEST.
5.
The target BSS correlates the call legs when "tCall Leg" IE is present in the HANDOVER REQUEST, then reports "LCLS-Ack" in HANDOVER REQUEST ACK to the target MSC Server. The target BSS may establish the local switch path after the MS has completed handover to the target BSS immediately if enabled by the setting of the "LCLS Indicator" IE in the HANDOVER REQUEST message. 

6-12. When the local switching has been established during the handover procedure, the target BSS shall inform the target MSC that the call has been locally switched in HANDOVER COMPLETE, and the target BSS shall also send a new message LCLS ESTABLISHED to inform the tMSC Server that the local switching has been established.
13.
When the HANDOVER COMPLETE has been received by the oMSC Server, and then the oMSC Server shall inform the tMSC Server to update the information of the new oRAN ID, new oCall-Leg, and LCLS-Status.
7.5.1.2
Pros and Cons of Inter-MSC Handover that establishes Local Switching MSC-S-judged LCLS Solution
Pros:
-

-

Cons:
-

-

7.5.2
Inter-MSC Handover that non Local Switch unchanged: MSC-S-judged LCLS Solution
It is assumed that a non-local call was established. When the oMS performs an Inter-MSC handover and the target MSC detects that the present call keeps non local call after handover, the target MSC shall inform the oMSC Server, and oMSC Server inform the tMSC Server to update the information of the new RAN-ID, new oCall-Leg, and LCLS-Status after the handover completes.

Editor’s Note: The procedure for simultaneous handover in both side is FFS.
* * * Next Change * * * *

8.5
Announcements and Tones

8.5.1
Announcements and Tones during Call Setup

8.5.1.1
General

The local call local switch shall be transparent to the user, which means any potential network announcement or ring-back tone or Customised Alerting Tone during call setup shall be sent to the originating user, even if the calls is maybe locally switched at a later phase.

In some cases there is no need for a ring-back tone or an announcement from the network and the oMS generates the ring-back tone locally. In these cases there is no need for a User Plane in backward direction during the alerting phase.

Further: there is no ringing tone or announcement to the terminating user during call setup defined so far. Consequently, there is (so far) no need for a User Plane in the forward direction during the alerting phase.

To determine whether or not a User Plane is necessary in the backward direction needs to be negotiated on the Control Plane between the MSC Servers, if advantage shall be taken.
8.5.1.2
Announcements and Tones Solution using Early Provisioning of the User Plane
8.5.1.2.1
Technical Description of AT-Solution using Early Provisioning
In AT-Solution using Early provisioning the User Plane in backward direction shall be established as without LCLS, i.e. already during the ringing / alerting phase.

NOTE: 
As discussed in another chapter the BSS shall never establish a local switch before receiving the indication from the MSC that the call is finally answered. This is necessary to avoid fraud.
8.5.1.2.2
Pros and Cons for Announcements and Tones Solution using Early Provisioning
This approach, AT-Solution using Early provisioning, is the normal (fallback) handling therefore needs no new additional signalling on the A-Interface and the Nc-Interface. It  maintains the same end user experience of announcements and ring-back tones provided by the network, regardless of  whether the call is later on locally switched or not.

The disadvantage of this AT-Solution is that it does not allow any saving of resources during the alerting phase. Since the alerting phase may be quite long (motivation for CAT service) and after local switching is established the CN resources may not be required at all. In summary:

Pros:

-
Procedure is simple

-
Same procedures for announcement/tone provided by network whether the call is locally switched or not.

Cons:

-
it does not allow to save resources during the alerting phase.
8.5.1.3
Announcements and Tones Solution using LCLS Negotiation to determine whether User Plane is required
8.5.1.3.1
Technical Description of AT-Solution using LCLS Negotiation
Since the early days of GSM the "Late Assignment" and the "MS-generated Ring-back tones" are valid options. If Late Assignment is applied then, since no User Plane exists during the Ringing phase, the originating MS must generate the Ring-back tone locally. The Core Network informs the MS accordingly by the "Progress Indicator" IE within the "ALERTING" message (for details see 3GPP TS 23.108 [3] and 3GPP TS 24.008 [4]).

Late Assignment has several drawbacks and is not widely deployed. Instead Early Assignment is used and then - when the User Plane is anyway already established - the generation of the Ring-back tone occurs at the terminating network side. The User Plane through the Core Network and through the originating BSS is used to transport the Ring-Back tone to the originating MS. The terminating MGW may generate quite different ring-back tones (for example to identify the network/country, etc), also user-specific ones (the "Customized Alerting Tone" feature requires this) and that makes this option attractive.

This, however, means that the originating Radio-, Abis, A- and Nb-interface User Plane is required and no saving can be achieved during the Ringing/Alerting phase. In the context of LCLS this means: even if LCLS is possible later, after the ringing phase, the Abis resources are required for a considerable amount of time and the cost saving efficiency of LCLS is quite reduced.

One of the traditional reasons for signalling the ring back tone from the terminating network was to give accuracy to the end to end connectivity. However if a call is determined to be connected within the same BSS through the LCLS capability then the requirement for ring back tone to be passed through the core network is diminished, especially if the core network leg is convoluted due to international roaming or call forwarding.

It is therefore proposed for LCLS to consider using Early Assignment (to provide fast through connection) with oMS-generated Ring-back tones and additional new signalling to save all User Plane resources, especially the Abis-Interface and the network based ring back tone generators. 

Figure 8.5.1.3.1.1 shows the User Plane during the Ringing phase, where Early Assignment is used to establish the Radio interfaces. In this example the Abis-, A- and Nb-interfaces are marked in grey colour, because they are not needed in this stage.
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Figure 8.5.1.3.1.1: Active User Plane in Early Assignment with the MS-generated Ring-back Tone

From this the following issues arise:

-
The decision to apply oMS based ring back tone can be made independently from the terminating end's decision to apply a (customised) ring back tone however this should not normally be applied if a CN based ring back tone is applied, especially CAT service.
To solve this problem the LCLS negotiation between the MSC Servers could indicate whether Ring-back tones (normal or customised) are applied or whether oMS-based Ring-back tones should be applied.

-
If any node inside the routing path needs to play an Announcement during the ringing / alerting phase, then the User Plane is also required, at least in backward direction between this node and the oMS.
To solve these problems the LCLS negotiation between the MSC Servers could indicate whether any node needs to apply announcements, or - more general - whether or not the User Plane is required in backward direction.
It seems feasible to combine all these LCLS-related requirements arising from these features within one or more MSC Servers in the routing path into one "LCLS-Reqs" IE on the Nc-Interface (in ISUP or BICC or SIP-I).

-
To take full advantage of the result of the LCLS-Negotiation between the MSC Servers, also the BSS must be informed to what extent the User Plane is required and the following cases should be differentiated:
- 
User Plane in backward direction necessary / not necessary
- 
User Plane in forward direction necessary / not necessary.
In order to achieve this functionality it is deemed that a new IE has to be introduced on the A-Interface. This IE may be combined with other information regarding LCLS into a general "LCLS-Preference" IE on the A-Interface.
8.5.1.3.2
Pros and Cons for Announcements and Tones Solution using LCLS Negotiation
This explicit LCLS-Negotiation between the MSC Servers to determine the User Plane connectivity during alerting requirement and therefore whether or not the oMS-based Ring-back tone shall be applied has the potential to save Abis- and other BSS and CN User Plane resources to a large extent during the ringing phase. It seems likely that in many call cases (long alerting phase, short call phase) these savings are dominant and possibly higher than the savings during the established Local Switch. In summary:

Pros:

-
Resources could be saved in A-bis and other BSS and CN during the alerting phase
-
The support for the indication in the BSS that UP inband signalling is not used during alerting would be optional – thus BSS may optimise the resources or may apply normal handling.
Cons:

-
Possible different user experience if oMS based ring back tone is negotiated and it differs to normal CN based ring back tone.
-
Additional signalling/negotiation between MSC Servers and across A-interface however the necessary new signaling can be limited to a new IE in forward and backward direction on the Nc-Interface and a new IE on the A-Interface. No new messages and no new procedures are necessary.
8.5.1.4
Comparison of Solutions for Announcements and Tones during Call Setup
The obvious benefit of AT-Solution using Early provisioning is that there are no impacts to network signalling; it provides the normal, default behaviour and therefore this must always be supported. 

If AT-Solution using LCLS negotiation was supported as an option but does not result in agreement to select MS based ring back tone then fallback to AT-Solution using Early provisioning shall occur. 
AT-Solution using LCLS negotiation is slightly more complex by adding new IE's to existing messages, but offers substantial cost saving during the alerting phase. It should be noted that if CAT service is prevalent in a given network then in most calls the normal (AT-Solution using Early provisioning) behaviour would result. The implementation of the BSS resource savings could be considered during Rel-9 although final solution for this may need further explanation. Support for CN based resource saving is FFS.
Editor's Note: the AT-Solution using LCLS negotiation is an optimisation that permits the negotiation of whether the user plane is required during alerting phase. It is reminded that Local Switching is not permitted during the alerting phase but there is potential to save resources during the alerting phase. The support of this AT-Solution is independent from such resource saving in the BSS as described for the LCLS preference however the negotiation for the support of such resource savings indication to the BSS would be dependent on decisions based on the required ring back tone handling.
* * * Next Change * * * *

8.5.2
Mid-Call Announcements/Tones

8.5.2.1
General

While a call is established the core network might send announcements or tones on the user plane to the UE, see 3GPP TS 23.205 [8]. One example of mid-call announcements is the warning message about a Prepaid account running dry. Such mid-call announcements and tones need to be delivered also to locally switched calls, either to one of the call legs or both. 

Editor's note: One aspect of the anticipated LCLS solution is that BSS may send silence codewords on the AoTDM user plane interface and periodic SID frames on AoIP interface respectively, which MGW returns back downlink to the BSS. In case of announcements the MGW should send the announcement instead of the silence codewords or SID frames.
The mid-call announcements and tones are currently generated by the core network and need to be delivered to the user via the BSS also for locally switched calls. Three alternative solutions have been identified how to ensure the delivery:

1.
Signalling to indicate start of announcement,

2.
Announcement detection in the BSS,

3.
LCLS is not allowed for roaming subscriber if the subscriber subscribes to services that might cause mid-call announcements, 

These solutions are described more in detail below with corresponding benefits and drawbacks. 

8.5.2.2
Mid-call announcement solution using Signalling to indicate start of announcement

According to this solution the MSC-S informs the BSS that there will be an announcement arriving and therefore the BSS should let the announcement go through on the specified call leg and mute the unrelated call leg. The MSC Server controlling the MGW shall inform BSS (possibly through some other MSS) that the announcement is over and that the BSS shall resume dropping user plane data coming from the A interface.  

This solution is straightforward for non-roaming subscribers, but it is more problematic for roaming subscribers, if the subscriber is using a service that might cause mid-call announcement to be generated in the GMSC Server, for example CAMEL based services. In order to deliver announcement also to locally switched calls, some new signalling would need to be developed to enable GMSC Server to inform the originating or terminating MSC Server in control of the locally switched call about the announcement or tone. This part of solution would require new messages to be specified using ISUP/BICC and it is also a new requirement that the message has to be supported after ANM, i.e. during the call, after the call has already been established. The signalling between MSC Servers has to be supported both for backward and forward directions for announcements to A and/or B-party.

One alternative is that only the non-roaming part of this solution is developed, i.e. to only define the new MSC Server message to inform BSS about the announcement or tone, see also solution described in subclause 8.5.2.4. 

One benefit of this solution is that there is no need to develop advanced announcement and tone detection in the BSS as described for solution using announcement detection in BSS. Another benefit is that this solution does not impact on the anticipated Lawful Interception solutions described in clause 9.

The drawbacks are that new ISUP/BICC messages need to be defined and a new MSC-S message needs to be defined to inform BSS about mid-call announcements and tones. 
Editor's Note: If this solution is selected, it seems preferable to define specific signalling to inform the BSC about the announcement instead of using the basic LCLS control messages to allow or not allow LCLS, because LCLS as such shall not be broken due to the announcement. The exact benefits are FFS.

8.5.2.3
Mid-call announcement solution using Announcement detection in the BSS 

According to this solution there is no activation message from the MSC-S to the BSS before announcements, instead the BSS uses voice detection to distinguish announcements and tones on the downlink. The BSC shall stop through-connecting the downlink user plane data to the user and resume LCLS user plane data after it detected that the announcement/tone was finished.

Editor's Note: One anticipated LCLS aspect is that the BSC may transmit e.g. silence codewords or SID frames in the uplink of Call leg A, which the MGW should through connect on the other call leg downlink to the BSC (and in the other direction Call leg B uplink - MGW - Call leg A downlink). The BSC must stop this MGW connected user data from being forwarded to the users in an LCLS call. In this mid-call solution, the BSC needs to distinguish and detect announcements and tones from the MGW through connected silence codewords or SID-frames.

If LI solution using bicasting is activated for a LCLS call the user data will be bi-casted e.g. for Call leg A and MGW will through connect the (bi-casted) A user plane data downlink to Call leg B. Therefore there is an interaction problem between this mid-call announcements solution and Lawful Interception solution using bicasting, 
The benefit of this solution is that there is no dedicated signalling from the MSC-S to inform the BSS about the announcement.

One drawback with this solution is that announcement detection would require new voice detection functionality in the BSS. Another drawback is that Lawful Interception solution using bicasting cannot work as anticipated together with this mid-call announcements solution, because the through connected bicasted speech would disturb BSC's voice detection of mid-call announcements. 
The interaction problem with LI solution using bicasting could be resolved eg by changing the MGW functionality in such a way that MGW should not return LCLS bicasted user plane back to the BSS. This, however, would change the functionality of the MGW and LI solution using bicasting, which might make it more vulnerable for detection. An additional difficulty is that if there are several MGW's in a chain only the last MGW shall block the user plane transmission, see Figure 8.5.2.3-1.
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Figure 8.5.2.3.1 User plane connections in LCLS, when bi-casting is activated for LI purposes
In Figure 8.5.2.3.1 the A and B subscribers are under different MGW's/MSS's (e.g. because of multipoint configuration). LI is activated for the A-subscriber in MGW1 (normally also B-subscriber shall be monitored in that case). A mid-call tone or announcement needs to be played to the A-subscriber from MGW2. 

Editor's Note: The mid-call announcements solution using voice detection in the BSC and its possible impacts need further investigation before a conclusion is made.
8.5.2.4 
Mid-call announcement solution where LCLS is not allowed for roaming subscribers if the subscribed service might cause mid-call announcements

Mid-call announcements for roaming CAMEL subscribers are done in GMSC Server. According to this solution, no new LCLS related signalling to originating or terminating MSC is performed to generate announcements or tones to roaming subscribers and therefore this solution does not require significant specification work. The consequence of such solution would be that LCLS is recommended not to be used at all for roaming CAMEL subscribers, or for such roaming subscribers that use some service, which might cause mid-call announcements or tones in the GMSC Server when roaming.

With this solution the MSC Server in control of LCLS shall check if the subscriber in question is roaming and subscribed to such a service that might cause mid-call announcements or tones in the GMSC Server and shall not initiate any LCLS for such subscribers. 

This solution can be combined with a partial solution, where only the new MSC Server message to inform BSS about the announcement is developed.

The benefit of this solution is that it does not require significant specification work to support announcements to locally switched roaming subscribers and that there is only small impact on implementations.

The big drawback of this solution is that LCLS would not be activated for roaming subscribers that might receive mid-call announcements or tones.

8.5.2.5
Conclusion on Mid-call announcements and tones

FFS

* * * Next Change * * * *

9.
Lawful Interception Requirements and Solutions

9.1

General

The general requirements on Lawful Interception are specified in 3GPP TS 33.106 [2].

It is generally understood that the applicability of LI is known at call setup and does not change during the call. There is no requirement in 3GPP TS 33.106 [2] to start interception in the middle of a circuit switched voice call.

Lawful Interception shall be possible also when the Local Call Local Switch feature is activated, and the main functionality shall remain in the Core Network. 

In order to allow support for the Lawful Interception feature in the Core Network, user plane data for CS voice calls to be intercepted needs to be conveyed to the Core Network, even if the calls are local. 

Two solutions are possible, and both of them could be specified.

9.2

LI-Solution by Restriction of LCLS by LI

9.2.1

Technical Description

This LI-solution is that whenever the MSC-Servers are aware that a local call needs to be intercepted then they shall not allow the BSS to establish local switching in the BSS. There shall not be any specific or implicit indication in the signalling that local switching was stopped or not allowed for lawful interception reasons. But in general more than one MSC Server are in the call path and only one of them may have the LI requirement set. Therefore the MSC Servers must somehow communicate the LI requirement.

9.2.2

Pros and Cons for LI-solution by restricting LCLS
The problem of this LI-solution is that it might not be possible to maintain the same end user perception in all the cases, e.g. in terms of end-to-end speech path delay. The delay might in fact vary between "not locally switched, intercepted local calls" and "locally switched, non-intercepted local calls". This could happen for instance in some scenarios where the Local Call Local Switch feature would be typically deployed, i.e. whenever a satellite backhaul is used to connect a group of BTS's to the BSC/MSC-S. In this case the round-trip delay of a locally switched call will be ~600ms shorter than for a normal call, unless an artificial delay is added for all the locally switched calls (which is of course not desirable), and this difference would be easily noticeable by the end users. 
The benefit of this LI-solution is that it keeps the LI functionality in the MSC-Server/MGW as it is currently and does not require any support for LI functionality in BSS or across the A-Interface. It requires, however, new signaling between the MSC Servers. This may be combined with other new signaling, e.g. as identified for Tones/Announcements during call setup and in this way LI-related signaling would be hidden.

The following list identifies the pros of this LI-solution:

-
It is not necessary to use any new security related functionality for the A interface 

-
LI has no impact outside MSC-Servers on network element implementation and deployment

-
There is no impact on the BSS

The following list identifies the cons of this solution:

-
Possibly substantially different user experience for non-intercepted LCLS call and intercepted local call

-
LCLS shall be disabled for a certain call due to LI.

9.3

LI-Solution to Apply LCLS with LI through bi-casting user plane data
9.3.1

Technical Description

This LI-solution enables local switching also for intercepted calls, with the goal to maintain the same end user perception in terms of end-to-end speech delay. This can be achieved if the user plane data are both locally switched and in addition copied and forwarded to the Core Network as well ("bi-casting"), while user plane data coming from the Core Network via the A-interface in downlink are both dropped at the BSS side. In order to support this new bicasting functionality in the BSS, a conditional "Bi-casting required to the MSC" Information Element is introduced in the new/modified BSSMAP messages used by the MSC-S to allow the BSS to establish Local Switching and to copy the User Plane data in uplink during an established Local Switching.
If LI would be the only service that requires this functionality, then this LI-solution would imply that some sort of indirect indication that a call may be intercepted will be conveyed to the BSS via some signalling message (while this is currently not the case). On the other hand other services exist, such as test and measurements routines that require sending the User Plane data in uplink during LCLS. In this way LI is not the only service and it would be quite unlikely to identify LI by this signalling.

If the MSC-Server and BSS are located in different security domains, the security procedures specified in 3GPP TS 33.210 [6] apply.
Editor's Note: it is required to clarify where measurements/test is specified

This LI-solution shall not hinder LCLS in the BSS for any call where LCLSS is otherwise feasible. The MSC-Servers request the BSS to provide user plane bicasting during LCLS. It shall be possible to make this happen on a per call basis when interception was requested for that specific locally switched call. It is FFS how exactly this is achieved. One possible way would be to include this signalling in the LCLS-Preference, see other discussions. According to SA3-LI, the security issues with A-interface signalling have to be carefully addressed to enable this LI-solution, e.g.: it should be ensured that the indication sent towards BSS to trigger user plane bicasting cannot be accessed by any unauthorized person.

Figure 9.3.1.1 shows the network configuration for communication content delivery to LEMF when LCLS is in use for a circuit switched call. This figure is based on Figure 12 "Delivery configuration to the LEMF for the interception of a circuit switched call" in 3GPP TS 33.107 [5].
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Figure 9.3.1.1: Network configuration for user plane delivery to LEMF for interception of a call when LCLS is used (based on figure 12 from 3GPP TS 33.107 [5])

The LCLS enhancement in BSS shown in Figure 9.3.1.1 enables LI also for the subscribers that are locally switched in the BSS. In order to support interception of the communication content the BSS has to provide user plane bi-casting towards the MGW when LCLS is in use for a specific subscriber and call.

The dashed lines indicate that downlink traffic received from MGW has been suppressed by the BSS. Lawful interception configuration in the MGW for calls that are locally switched in the BSS remains exactly the same as the MGW configuration for the interception of calls that are not locally switched in the BSS.

A specific problem arises, when, during the call announcements or tones have to be played to one or both users while the BSS is suppressing the User Plane data in downlink. It is FFS how to solve this.

9.3.2

Pros and Cons for LI-solution using bi-casting
Advantage of LI-solution using bicasting is that LCLS is possible also in cases where the User Plane data are necessary within the core network. This LI-solution maintains the same end user perception in terms of end-to-end speech delay compared to local calls where the User Plane data are not sent in uplink.

The following list identifies the pros of this LI-solution:

-
There is no difference on user experience, LCLS can be used independently of interception or other needs for uplink data

-
There is no need to stop or prevent LCLS in the BSS due to LI

-
Bi-casting is necessary for measurements and testing and maybe other services (see handover section) and not only for LI
Editor's Note: The term bi-casting only refers to the sending of uplink user data on one call leg from BSS to the CN. The corresponding downlink user plane for the same call leg should be blocked in the BSS while LCLS is established. Therefore bi-casting is different from eg "pre-establishment" of user planes via the core network in inter-BSS handover cases, which anyhow is for FFS. Bi-casting in relation to other services is FFS.
Editor's Note: it is required to clarify where measurements/test is specified

The disadvantage of this LI-solution is that it is a bit more complicated especially on the BSS side because of the required bi-casting capability and the additional A-interface signalling that needs to be protected from unauthorized disclosure of LI related signalling.

The following list identifies the cons of this LI-solution:

-
The BSS is required to support user plane bicasting for LI purposes

-
The BSS is required to maintain the A-Interface connection (i.e. optimizations to release the A-interface are not possible) so that User Plane data can be passed in downlink on the A-Interface.

-
The signalling on the A-interface to control BSS bicasting is an indirect indication that LI might be activated on the BSS. This security threat may have to be countered by encrypting all LCLS related signalling on the A-interface, which could cause some (possibly substantial) overhead.

9.4
Comparison of Solutions for LCLS considering LI

Two solutions to support lawful interception of calls that are candidates to be considered for locally switched in calls the BSS are described above. Based on feedback from SA3-LI it seems possible to use both solutions, but LI-solution using bicasting is more demanding from security point of view. The obvious benefit of LI-solution which stops LCLS when LI is required is that there is no need for specifically LI related signalling on the A-interface. But there is need for signalling between the MSC Servers in both cases but this would be part of the normal LCLS negotiation signalling  LI-solution which stops LCLS can be used in scenarios where there is no user noticeable difference of call quality when the call is being intercepted. If there is user noticeable difference of call quality, i.e. increased speech path delay, when the call is being intercepted, then it is not possible, or not advisable, to use LI-solution to inhibit LCLS. In such scenarios only LI-solution using bicasting should be used.

One conclusion is hence that both LI solutions should be standardised for lawful interception of locally switched calls. 

Editor’s Note: Feedback is needed from 3GPP TSG SA3 LI on these two proposed solutions.

* * * Next Change * * * *

10.
Solutions for User Plane handling

10.1

General

The intended benefits of Local Call Local Switch feature are mainly to save transmission bandwidth on BSS internal interfaces, Abis and Ater. Establishing local switching means that either the call is switched in the BSC or a direct communication is created between the involved BTS's. In any case the effect is that some resources on the BSS internal interfaces (Abis and Ater) can be saved. The specific solution will be based on BSS network topology and shall remain implementation specific. The only user plane aspects that need to be standardized are the ones affecting the A interface.

In order for the BSS to establish a Local Switch several prerequisites are necessary that are related to the User Plane handling on the A-Interface (other control protocol pre-requisites are described in clauses 11 and 12):

- the Core Network must indicate, when the through-connection is allowed (A-CONNECT)

- the Core Network must indicate to what extend User Plane access is necessary (LCLS-Preference) 

- (FFS: this list is maybe not complete yet).

10.2
A-interface UP Handling Solution by not releasing core network resources during LCLS 

10.2.1

Technical Description for not releasing CN-resources

To minimize changes to existing AoTDM deployments and to ongoing AoIP implementations, the impact on the A interface user plane handling should be kept as low as possible:

-
For AoTDM, no changes to the A interface user plane handling should be defined. Even if a call is locally switched, the two corresponding A-Interface circuits shall always remain allocated, meaning that bandwidth savings on the AoTDM interface for locally switched calls are not possible, but bandwidth savings can be realized on the Abis/Ater interfaces, of course. While a call is locally switched, the TRAU will send e.g. some "silence codeword" on the A interface (details are FFS) to allow the supervision of the circuits.

-
Also for AoIP, the two IP connections towards the MSC-Server shall always remain active, i.e. the corresponding IP endpoints shall not be released. In any case, for AoIP it shall be possible to suspend user plane transmission, and hence save bandwidth, while the call is locally switched. Therefore it needs to be specified that, while a call is locally switched, the MSC-S (MGW) shall not expect to receive data through the IP endpoints. It should be noted that this solution will have an impact on the H.248 interface: the MSC-S shall inform the MGW about established and released Local Switching so that the MGW can start and stop to suspend the AoIP user plane transmission (details are FFS). Another solution is to send also on the AoIP-Interface e.g. some "silence codewords" to allow the supervision of the IP-links.

Editor's Note: further details on how the IP link supervision is performed is required. 

Editor's Note: it should be further investigated whether further optimisations can be made within this solution for example for the use of IP resources even while the physical IP ports and addresses remain allocated.

-
For the mixed AoTDM-AoIP case (one leg of the call using AoTDM, the other using AoIP) the proposal is again to keep the circuit and the IP connection allocated throughout the call. Whether user plane data is sent on the IP connection while the call is locally switched could depend on the presence or not of a Transcoder in the BSS for this leg of the call (details are FFS).

10.2.2

Pros and Cons for A-interface UP Handling Solution for not releasing CN-resources

It is expected that this approach keeps the procedures simple to establish and release Local Switching in the BSS at call setup and handover, on the A-interface and on the Core Network interfaces (e.g. for allocation/release of resources on the MGW).

As a further benefit, this approach could potentially simplify the handling of in-band announcements for a call which is locally switched, because with this solution (i.e. all A-Interface links and all CN resources kept allocated) there is no need e.g. to re-establish circuits or IP endpoints or MGW resources just for the purpose to deliver the sporadic announcement to the target user. Details of solutions to support this are described in sub-clause 8.5.2.

10.3

Solution by releasing A-Interface resources during LCLS

10.3.1
General for releasing A- and CN-resources

It has been stated in example call scenarios that the BSS resources (Abis, Ater, TRAU, A-Interface, etc) are often not necessary during the alerting phase: only the downlink on the originating side is sometimes necessary - if at all - to transport the announcements or the ring-back tone to the originating user. Considering that in some countries and cultures the alerting phase is constituting a substantial part of the whole call handling time, that it is indeed often the only phase of the call handling time, it seems very necessary to invest into signalling solutions to save the unnecessary resources at call setup.

During an ongoing LCLS call the likelihood seems rather small, that announcements or tones or other (new) User Plane interactions are necessary. It can be expected that most of the time most calls will just remain LCLS voice calls without any additional service involvement. Also these reasons seem to justify a closer look into signalling solutions that save the unused resources. 

LCLS requires most likely changes to all interfaces, although many changes are limited to adding a new IE. 

It is noted that this goes beyond the original scope and intentions of the feasibility study and therefore further analysis of this should not take preference in Rel-9. 

10.3.2

Technical Description for releasing A- and CN-resources

During the call setup phase, the MSC-Servers may exchange an additional "LCLS-Neg" IE in forward and later in backward direction in existing messages, to identify, whether User Plane access is necessary by at least one node in the path, see chapter 11. The User Plane access can be to the "forward User Plane" or the "backward User Plane", it can be as "write access" or as "read access". It seems that four binary flags (Yes/No) would be sufficient to code all these options: Read-Forward ; Read-Backward ; Write-Forward ; Write-Backward.

For example the application of "Customised Ring Back tones" (but nothing else) requires write access to the User Plane in backward direction: Read-Forward=No ; Read-Backward=No ; Write-Forward=No ; Write-Backward=Yes.

Another example could be LI (and nothing else), which requires read access to the User Plane in forward direction and backward direction: Read-Forward=Yes ; Read-Backward=Yes ; Write-Forward=No ; Write-Backward=No.

The combination of LI and an announcement in forward direction would require a combination of these flags:
Read-Forward=Yes ; Read-Backward=Yes ; Write-Forward=Yes ; Write-Backward=No.

The result of the LCLS-Negotiation between all nodes in the Core Network would then be communicated to the BSS by a so called "LCLS-Preference", e.g. within the Assignment Request message or during a later message, e.g. the new "A-Connect" message or the Handover Request message.

The BSS could then exactly allocate these resources that are actually needed. Regarding the A-Interface the approach as described above could be used, maybe a bit simplified:
AoTDM could keep the allocated Circuit-Identity-Codes (CIC's) and TDM-links with a certain silence code word, or could release the CIC's. The re-allocated of the CIC's by the MSC-Servers is possible on short notice, except when there is overload and the CIC's are "overbooked". It is up to the skills and strategies of the operator to which extent he wants to apply this overbooking. The re-allocation and release of CIC's require also signalling between the MSC-Ss and the MGW's and this is may be the real "cost factor" that needs to be weighted against the benefit.

AoIP could also keep the allocated IP-endpoints (here we have "infinitely many"). But without informing the MGW's when (and when not) User Plane traffic is necessary the resource saving effect can not be harvested. At the end also an IP link can be "overbooked" in terms of link load and the problem is very similar to the one in the AoTDM case.

When the LCLS must be switched back to be routed through the CN the LCLS-Status IE must be sent from the BSS and between MSC Servers through the CN to return the A-interface and CN resources. The details of this procedure are FFS.
10.3.3

Pros and Cons for releasing A- and CN-resources

<Insert text>
10.4
Comparison of Solutions for A interface User Plane handling

<This section shall provide a comparison of the solutions defined above, and a conclusion for a selected solution>

* * * Next Change * * * *

11.
Solutions for CN signalling and LCLS support

11.1
General

The purpose of this section is to identify the protocol signalling information that needs to be exchanged between nodes within CN and between CN and BSS, from CT4's perspective. Different options may be presented provided they are deemed feasible.

Editor's Note: Solution needs to be finally consolidated after agreement of major principles and comparisons of individual solutions.

11.2
Local Switching Negotiation within the CN

11.2.1
General Considerations

There are situations, where one MSC-S is upgraded to LCLS and the other MSC-S is still not upgraded. 
That means: it is necessary to take the "LCLS-Capability" of each MSC-S node into account.

There are situations, where the User Plane is needed within the CN, i.e. where LCLS is not allowed, but only one of the MSC-Servers knows about that. That means: it is necessary to take the "LCLS-Requirements" of each node into account.

Another aspects is that all nodes in the call routing path must be identified that are not-LCLS-upgraded, that means they do not even understand the LCLS-Negotiation. If one of such legacy nodes is in the path, then LCLS is not allowed.

How does oMSC-Server and tMSC-Server (and all nodes in between) negotiate LCLS-Capability and LCLS-Requirements?

11.2.2
LCLS Negotiation within CN: Solution without CN signalling

11.2.2.1
Technical Description for LCLS without CN signalling

One option is that the common BSS (if it exists) tells both, oMSC-Server and tMSC-Server, about its BSS-LCLS-Capability, e.g. in a new IE (see clause 12). Both MSC-Servers, oMSC-Server and tMSC-Server, tell this BSS about their individual MSC-LCLS-Capability and their individual MSC-LCLS-Requirements in Assignment Request message. In this way no additional signalling between the MSC-Servers seems necessary regarding the LCLS-Negotiation. The combining of all necessary information is only performed within the BSS, which controls both call legs.
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Figure 11.2.2.1.1: Solution without CN signalling; only on the A-Interfaces, not on Nc
11.2.2.2
Pros and Cons for LCLS Negotiation without CN signalling

Pros:

-
The advantage of this option is the simplicity on the Nc-Interface.

Cons:

-
Neither oMSC-Server nor tMSC-Server has a complete overview concerning LCLS-capabilities and status. They do not know in the first phase that the identical BSS is used on both call legs. They are sometimes informed later by the BSS that LCLS is feasible and/or established. Especially when the case with more than two MSC-Server's in the call path is considered, it becomes obvious that this solution is not feasible. 

Therefore this CN-solution is not followed up further.

11.2.3
LCLS Negotiation CN Solution with LSLC capability negotiation Signalling between oMSC-Server and tMSC-Server

11.2.3.1
Technical Description for LCLS-Signalling between MSC-Servers

This CN signalling Solution is that oMSC-Server tells tMSC-Server about:-

-
the
oBSS-LCLS-Capability +

-
its own oMSC-LCLS-Capabilities + 

-
its own oMSC-LCLS-Requirements.
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Figure 11.2.3.1.1: Solution for LCLS-Signalling; on the A-Interfaces and on Nc

A new IE "LCLS-Neg" would be necessary between oMSC-Server and tMSC-Server in forward direction on the Nc-Interface to signal the "LCLS-Capability and LCLS-Requirements ". 

It is FFS if the same IE will be needed in backward direction. It could then in backwards direction also include the actual "LCLS-Status".

Editor's Note the reasons for this needs to be expanded, e.g. scenarios when these may occur.

If BICC or ISUP is used on Nc, then the LCLS-Neg IE is sent within the IAM Message in forward direction and within the Mobile APM Message in backward direction.

IF SIP-I is used on Nc, then it is FFS, whether the LCLS-Neg IE is sent in a separate SIP header field or within the encapsulated IAM in the SIP-I-Invite in forward direction and in separate SIP header field or the encapsulated ISUP Mobile APM in SIP-I-Response in backward direction.

It is FFS whether the LCLS-Neg IE is needed in other messages during the call.

It is FFS, how to ensure, that no legacy nodes are in the path that don't know the LCLS-Neg IE, but let it pass unmodified, although they do not understand and do not allow LCLS.

The example call setup described here assumes that:-

- 
the BSS's signal their LCLS-Capabilites to the MSC's in the Complete Layer 3 (CL3) message;

- 
the MSC-S's exchange a Global Call Reference (or other information for the correlation of the call legs) within the Core Network to identify the call in all nodes;

- 
the MSC-S's exchange a LCLS-Negotiation within the Core Network to check, if LCLS is feasible;

- 
the MSC-S's send this Global Call Reference and the resulting LCLS-Preference to the BSS's in Assignment-Request;

- 
the BSS's correlate the call legs and reports LCLS-Status in Assignment-Acknowledge to the MSC-S's 

- 
the BSS's shall send a new Message LCLS-Notification to the MSC-S's, if LCLS-Status changes;

- 
the MSC-S's inform the BSS's with a new Message A-CONNECT when to through-connect the User Plane in LCLS;

- 
the MSC-S's inform the MGW's in a new IE LCLS-UP that no User Plane traffic is to be expected( "standby").

Some new Information Elements are necessary, both, on the A-Interface, the Nc-Interface and the Mc-Interface. Some new Messages are necessary on the A-Interface. All these new elements are marked in red colour in the example Call Flow in Figure 11.2.3.1.2 for this MS-to-MS call with two MSC-S's with one potential LCLS solution for the case that LCLS is feasible. The OoBTC negotiation in this example here is again based on BICC. 
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Figure 11.2.3.1.2: Example LCLS Call Flow for MS-to-MS call with two MSC-Ss
Editor's note: the signalling to the MGW is not yet determined to be needed.

11.2.3.2
Pros and Cons LCLS Negotiation within CN Solution
Pros:

-
The advantage of this CN-Solution is that tMSC-S knows in a very early phase that LCLS is a candidate or not. A further advantage is that any time during the call this new IE could be used to signal changes in LCLS-Capability, LCLS-Requirements and LCLS-Status.

-
The most important advantage is seen in call scenarios with more than two MSC-Ss in the routing path.
This option is therefore followed further on.

Cons:

-
The disadvantage of this CN-Solution is the somewhat higher signalling effort on Nc.

11.2.4
LCLS Signalling within CN Solution with only LCLS-Allowed Signalling between oMSC-S and tMSC-S
Editor's Note: 
this solution needs to be clarified – is it a different LCLS Negotiation solution or simply a description of the previous CN LCLS signalling for a specific call leg correlation
11.2.4.1
Technical Description

This option is that the oMSC-S shall tell the tMSC-S the LCLS-Indicator (whether LCLS is allowed), oBSS-ID and oCall-Leg when the oMSC-S and the oBSS support LCLS.

And the tMSC-S shall tell the oMSC-S the LCLS-Indicator (whether LCLS is allowed), tBSS-ID and tCall-Leg when tBSS and tMSC-S support LCLS and have received LCLS-Indicator, oBSS-ID and oCall-Leg. The tMSC-S may further signal the LCLS-Status towards the oMSC-S to indicate the status of LCLS.

NOTE 1:
How the CN knows the BSS capability regarding LCLS was discussed in subclause 12.2.

A new parameter "LCLS-CN" (a new IE or an APP parameter) would be necessary between oMSC-S and tMSC-S both in forward direction and in backward direction on the Nc-Interface to signal the "LCLS-Indicator, LCLS-Status, BSS-ID and Call-Leg". The MSC-S (either oMSC-S or tMSC-S) shall indicate the intermediary MSC-S to remove the "LCLS-CN" parameter if the handling of this parameter is not supported by the backward-compatible indicator.

If BICC or ISUP is used on Nc, then the "LCLS-CN" parameter is sent within the IAM Message in forward direction and within the ANM or APM Message in backward direction.

If SIP-I is used on Nc, the "LCLS-CN" parameter is contained in the ISUP body of the corresponding SIP message. I.e., in the encapsulated IAM in the SIP-I INVITE message or in the ANM encapsulated in the 200 response message in the backward direction.

Editor’s Note:
It is FFS whether it is needed in other messages during the call.

Figure 11.2.4.1.1 illustrates a MS-to-MS Call Flow with two MSC-Ss for the case that LCLS is feasible. The OoBTC negotiation in this example here is again based on BICC. New messages and new elements are marked in red colour in the example Call Flow.

The last message (APM) from tMSC to oMSC, contains LCLS indicator (whether LCLS is allowed) LCLS-status (whether LCLS is established), tBSC-id and tCall-Leg. The oMSC will store the tBSC-id and tCall-Leg in order to identify whether the oMS is moving to tBSC (during inter-BSC handover and inter-MSC handover) by comparing the tBSC-id and t-BSC-id stored before.
NOTE 2:
The example Call Flow described here assumes that the MSC-S knows whether the BSS supports LCLS based on local configuration data and that the MSC-S request the BSS to perform LCLS until the Call is connected.
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Figure 11.2.4.1.1:
Example LCLS Call Flow for MS-to-MS call with two MSC-Ss.

Editor’s Note:
The compatibility with the late channel assignment for this solution is FFS. More detailed call flow including channel assignment to be included in the figure

Editor’s Note:
The need of extra signalling from tMSC to oMSC before/after ANM is FFS
Editor’s Note:
The handling of codec is FFS (i.e. the compatibility of the codecs may impact the decision whether LCLS is allowed or not)

11.2.4.2
Pros and Cons LCLS Negotiation within CN Solution with only LCLS-Allowed indication
Pros:

-
It will have less impact to A interface control plane (e.g. compared to sending the GCR for calls over A), since the MSC only sends LCLS indication to request the BSS to perform local switch, after the MSC have identified that the call is local and LCLS is allowed by CN.

-
Also less processing impact to BSS, since the BSC do not need to identify whether the call is local or not.

Cons:

-
A bit more impact to Nc interface.

11.2.5
LCLS Negotiation within CN Solution when MSC-S Judged LCLS
11.2.5.1
Technical Description

A fourth option is that oMSC-S tells tMSC-S about the LCLS information of origination call-leg. The LCLS information contain:-

-
the
 BSS-LCLS-Capability

-
its own MSC-LCLS-Capabilities

-
its own MSC-LCLS-Preference 

-
the
RAN-Identity


-
the
oCall-leg information

The Call-leg information is composed of CIC/AoIP Call identifier.

Editor’s Note: Whether other parameters can be used as Call-leg information is FFS.
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Figure 11.2.5.1.1: Solution for LCLS-Signalling; on the A-Interfaces and on Nc
The main idea of this solution is MSC-S’s exchange RAN identifier. So the tMSC Server can judge whether the session is LCLS or not. The oMSC Server also inform the tMSC Server the oCall-leg information, so tMSC Server can inform tBSS to make the cal leg correlation.

A new IE "LCLS-CN" would be necessary between oMSC-Server and tMSC-Server in forward direction on the Nc-Interface to signal the LCLS information. 

The same IE will be needed in backward direction for determination LCLS in later handover procedure. It could then in backwards direction also include the actual "LSLC-Status".

If BICC or ISUP is used on Nc, then the LCLS-CN IE is sent within the IAM Message or the follow-up APM Message in forward direction and within the Mobile APM Message in backward direction.

IF SIP-I is used on Nc, then it is FFS, whether the LCLS-CN IE is sent in a separate SIP header field or within the encapsulated IAM in the SIP-I-Invite in forward direction and in separate SIP header field or the encapsulated ISUP Mobile APM in SIP-I-Response in backward direction.

It is FFS whether it is needed in other messages during the call.

It is FFS, how to ensure, that no legacy nodes are in the path that don't know the LCLS-CN IE, but let it pass unmodified, although they do not understand and do not allow LCLS.

The example call setup described here assumes that:   

- 
the BSS's signal their LCLS-Capabilities to the MSC Server's in the Complete Layer 3 (CL3) message;

- 
the MSC-S's exchange the LCLS-CN IE which includes RAN-Identity and oCall-leg information within the Core Network to identify the call and check, if LCLS is feasible in all nodes;

- 
the MSC-S's send the oCall-leg information and the resulting LCLS-Preference to the BSS's in Assignment-Request;

- 
the BSS's correlate the call legs and reports LCLS-Status in Assignment-Acknowledge to the MSC-S's 

- 
the BSS's may send a new Message LCLS-Notification to the MSC-S's, if LCLS-Status changes;

- 
the MSC-S's inform the BSS's with a new Message LCLS Enabled to through-connect the User Plane in LCLS;

- 
the MSC-S's inform the MGW's in a new IE LCLS-UP that no User Plane traffic is to be expected( "standby").

Some new Information Elements are necessary, both, on the A-Interface, the Nc-Interface and the Mc-Interface. Some new Messages are necessary on the A-Interface. All these new elements are marked in red colour in the example Call Flow in Figure 11.2.5.1.2 for this MS-to-MS call with two MSC-Servers with one potential LCLS solution for the case that LCLS is feasible. The OoBTC negotiation in this example here is again based on BICC.
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Figure 11.2.5.1.2: Example LCLS Call Flow for MSC-Ss early assignment

Editor’s Notes: How the solution works in later assignment is FFS. This solution may have incompatible effect with later assignment.

11.2.5.2
Pros and Cons LCLS Negotiation within CN Solution when MSC-S Judged LCLS
Pros:

-
The advantage of this option is that tMSC-Server knows in a very early phase that LCLS is a candidate or not. A further advantage is that any time during the call this new IE could be used to signal changes in LCLS-Capability, LCLS-Preference and LCLS-Status.

-
The most important advantage is seen in call scenarios with more than two MSC-Servers in the routing path.
This option is therefore followed further on.

Cons:

-
The disadvantage of this option is the somewhat higher signalling effort on Nc.

-
The problem caused by inter-BSC handover is FFS. e.g. CIC change and RAN ID exchange,

11.2.6
Comparison of Solution for Local Switching Negotiation within CN

Editor's note: FFS. Solution needs to be finally consolidated after agreement of major principles.
* * * Next Change * * * *

11.3
Correlation of Call Legs

11.3.1
General Considerations

Typically oMSC Server does not know anything about tBSS; tMSC Server does not know anything about oBSS, i.e. the MSC Server's don't care whether the identical BSS is used on both call legs. But the MSC Server's know the call identity.

On the other hand the BSS does typically not care, which call legs belong to one call. The BSS does not know a global call identity. The BSS just knows the identity of each call-leg (CIC or AoIP Call Identifier).

Again a number of options exist to solve this problem and to match RAN-Identity and Call-Identity.

11.3.2
Correlation ID Solution when MSC-Servers exchange unique RAN-Identifiers

11.3.2.1
Technical Description

In this Correlation ID Solution, the MSC-Servers inform each other, which RAN is used by exchanging the RAN-IDs: 
if oRAN and tRAN are identical, then the MSC-Servers know that LCLS is feasible (it is no guarantee, however).

It is FFS how this new RAN Identifier can be defined as globally unique and exchanged between MSC Servers over NNI.

11.3.2.2
Pros and Cons of Correlation ID Solution using RAN Identifiers
Pros:

-


Cons:

-
This option requires the definition and maintenance of globally unique RAN-Identifiers;

-
For the case of non-homogenously LCLS-upgraded BSS a single BSS-ID is not sufficient to guarantee LCLS;

-
These global RAN-IDs must be sent in new Core Network signalling forward and (together with LCLS status to allow o-MSC-Server to identify LCLS call in case of handover);backward; this in turn allows to some extent to identify the location of the other user (personal-data security issue); 

-
It requires additional signalling through the Core Network in case of Inter-RAN handover; and more. 

-
The RAN ID will change if a handover occurs and therefore requires updating of the MSC Servers and inter-MSC Server signalling whenever this occurs.

-
This solution does not include a method of how to correlate the two call legs; it is merely a method to determine if the call is in the same Radio Access.

11.3.3
Correlation ID Solution where MSC-Servers inform RAN with Unique Call Identifier (GCR)
11.3.3.1
Technical Description

In this option the MSC-Servers define and negotiate a unique Call Identifier for the call, which is then known to all nodes in the routing path. In complex call scenarios it seems necessary that this Call Identifier is globally (i.e. world wide) unique. Then the MSC-Servers inform the RAN(s) about the Global Call Identifier on each call-leg: 
if the Call Identifiers at both, oMS and tMS, call-legs are identical, then the RAN knows that the call originates and terminates at the same BSS and therefore LCLS is a candidate.

This option requires the definition and exchange of a Globally Unique Call Identifier, which means new CN and new A-Interface signalling.

Such a Unique Call Identifier is specified in ITU-T Q.1902 series, called "Global Call Reference" (GCR). The GCR is worldwide unique, also across network boundaries.
The complete parameter layout of the Global Call Reference is shown in Figure 11.3.3.1.1.
The maximum length of this IE, including the length indicators, is 13 octets.

	8
	7
	6
	5
	4
	3
	2
	1
	octet

	Network ID length indicator (3 ... 5)
	1

	Network ID
	2

	(variable length)
	3

	
	4 ... 6

	Node ID length indicator (2)
	5 ... 7

	Node ID
	6 ... 8

	(fixed length)
	7 ... 9

	Call Reference length indicator (3)
	8 ... 10

	Call Reference ID
	9 ... 11

	(fixed length)
	10 ... 12

	
	11 ... 13


Figure 11.3.3.1.1: Parameter layout of the ITU-T-specified Global Call Reference

In general all call legs, which belong to one call, use the same Global Call Reference. This includes, but is not limited to Call Forwarding, Roaming, Rerouting or Reselection. The GCR of the call will also be sent by the Anchor MSC-Server in the IAM (ISUP/BICC) on the handover / relocation call leg towards the Non-anchor MSC-Server. The nodes in the call path to the new location of the MS will then receive and be able to use this GCR.

The already specified Global Call Reference is used for LCLS, both, within the CN and between CN and RAN.

The oMSC-Server is responsible to generate the Global Call Reference, when it receives the Service Request from the oMS. This GCR is then sent along the routing path, through all iMSC-Servers, finally arriving at tMSC-Server. All nodes within the path have the opportunity to note this GCR. This GCR is kept, until the call is terminated. This is existing ITU-T standard.

New for LCLS:
oMSC-Server sends this GCR within the oAssignment-Request to the oBSS for the oCall-leg; it is stored there;
typically oBSS gets this GCR earlier than tBSS (see message flow diagrams in subclause 11.2.3.1);
tMSC-Server sends this GCR within the tAssignment-Request to the tBSS  for the tCall-leg; it is stored there, too.

Both, oMSC-Server and tMSC-Server, send in addition their LCLS-Preferences to oBSS and tBSS at Assignment-Request. At that point in time the MSC-Servers do not know whether or not LCLS is feasible.

Then both BSSes perform the correlation of the received GCR for the Call-leg with all stored GCRs and tBSS finds the corresponding oCall-leg for LCLS, if oBSS and tBSS are identical. If successful, then tBSS marks both call legs as "LCLS-identified". tBSS reports the result of the correlation to tMSC-Server in tAssignment-Response. At the same time oBSS (which is identical to tBSS) sends a LCLS-NOTIFICATION message including the new LCLS-Status to oMSC-Server. 

Then the preparation for LCLS is finished. But LCLS is still not established to avoid a too early through-connect of the User Plane, which could invite to fraud.

Editor's Note:
it should be investigated whether the length of GCR could be reduced. Also could it be determined that it is not all likely that the call is not local and then to not send the GCR.

11.3.3.2
Pros and Cons of Correlation ID Solution using GCR
Pros:

-
No load on the MSC-Server to correlate the two call legs.

-
The call identifier is globally unique and already defined by ITU-T.

-
The call identifier does not change due to handover.

Cons:

-
A bit more impacts on the BSS to correlate the call legs.

-
GCR is signalled on A interface even when calls may not be in the same BSS.

11.3.4
Correlation ID Solution where MSC-Ss exchange unique BSS-ID and Call-Leg

11.3.4.1
Technical Description

In this option the MSC-Ss exchange the BSS-ID and the corresponding Call-Leg between each other.

The Call-Leg is composed of.CIC (for AoTDM) and Call Identifier (for AoIP). The Call-Leg could be changed during the inter-BSS/inter-MSC handover and intra BSS handover e.g. AoATM and AoIP.

The BSS-ID is used for the MSC-S to identify whether the call is local or not. If BSS-ID of oBSS and tBSS are identical, then the MSC-Ss know that the call is local.

When the call is local and CN allow LCLS, the MSC-S shall send the two Call-Legs to BSS to trigger the LCLS.

Editor’s Notes:
Contents and coding for BSS-ID is FFS
11.3.4.2
Pros and Cons for Correlation ID solution using BSS-ID+Call Leg
Pros:

-
It will have less impact to A interface control plane (e.g. compared to sending the GCR for calls over A), since the MSC only sends LCLS indication to request the BSS to perform local switch, after the MSC-S have identified that the call is local and LCLS is allowed by CN.

-
Also less processing impact to BSS, since the BSC do not need to identify whether the call is local or not.

Cons:

-
This option requires the definition and maintenance of globally unique BSS-ID.

-
May require additional signalling in case of intra/inter handover

11.3.5
Correlation ID Solution where MSC-Ss exchange unique RAN-Identifiers and oCall-leg information

11.3.5.1
Technical Description

In this option the MSC-Ss inform each other, which RAN is used by exchanging the RAN-IDs, and the oMSC-S also requires inform the tMSC the oCall-leg information. In order to find the LCLS feasibility, the MSC-Ss also need to negotiate the LCLS-Capabilities. If oRAN and tRAN are identical, then the MSC-Ss know that the call originates and terminates at the same BSS. And if the RANs and the MSC-Ss in the routing path all satisfy LCLS capability then the MSC-Ss know, that the LCLS is feasible (it is no guarantee, however).
This option requires the MSC-Ss to define and maintenance a unique RAN-ID for each RAN, and to exchange a new LCLS-CN IE. The LCLS-CN IE would include the RAN-ID, the LCLS Capability of MSC, the LCLS-Preference of oMSC and the oCall-leg information. 

The oCall-leg information is composed of CIC/Call identifier.

Editor’s Notes: Whether other parameters can be used as oCall-leg information is FFS.

When the oBSS receives the Service Request message from the oMS, it sends its own LCLS Capability.

If the oBSS and oMSC both suffice the LCLS condition, the oMSC set the the oMSC-LCLS-Capabilities field enabled, and send LCLS-CN IE to the tMSC

The tMSC obtain the oRAN-ID from the LCLS-CN IE. If the oRAN and tRAN are identical, and the all MSCs satisfy LCLS capability, then the tMSC know the LCLS is feasible and set the LSLC-Status IE enabled. The tMSC return the LCLS-CN IE of termination leg and the LSLC-Status to the oMSC.

If LCLS is feasible, the tMSC sends in addition their LCLS-Preferences and oCall-leg information to tBSS at Assignment-Request.

Then the tBSS perform the correlation according to received oCall-leg information for LCLS. If successful, then tBSS marks both call legs as "LCLS-identified". tBSS reports the result of the correlation to tMSC in tAssignment-Response. At the same time oBSS (which is identical to tBSS) sends a LCLS-NOTIFICATION message including the new LCLS-Status to oMSC.
Then the preparation for LCLS is finished. But LCLS is still not established to avoid a too early through-connect of the User Plane, which could invite to fraud.
11.3.5.2
Pros and Cons for Correlation ID solution using RAN-ID + oCall Leg
Pros:
 -
The advantage of this option is that tMSC-S knows in a very early phase that LCLS is a candidate or not. 
Editor’s Notes: It need to be determined  if advantage is that any time during the call this new IE could be used to signal changes in LCLS-Capability, LCLS-Preference and LCLS-Status.

Cons:

-
This option requires the definition and maintenance of globally unique RAN-Identifiers;

-
For the case of non-homogenously LCLS-upgraded BSS a single BSS-ID is not sufficient to guarantee LCLS;

-
These global RAN-IDs must be sent in new Core Network signalling forward and maybe backward;
this in turn allows to some extent to identify the location of the other user (personal-data security issue); 

-
It requires additional signalling through the Core Network in case of Inter-RAN handover; and more. 

11.3.6
Correlation ID Solution using Call ID/CIC & "MSC ID"

11.3.6.1
Technical Description

In this option the oMSC-S propagates the identity (CIC or AoIP Call Identifier) of the call leg it is controlling together with its own "MSC Identifier" to ensure that the pair Call ID (or CIC) and MSC Identifier is globally unique (i.e. world wide). The tMSC-S informs the tBSS about the Call ID/CIC and MSC Identifier of the originating call leg. The tBSS compares the received call leg identifier to the call leg identifiers of the other calls in the BSS.

If the tBSS detects that the Call ID/CIC & MSC Identifier pair corresponds to an other call leg already established in the BSS, the BSS knows that the call originates and terminates at the same BSS and that the call therefore is a candidate for LCLS.

This solution requires the definition and exchange of a MSC Identifier, which means new core network and A-Interface signalling. The MSC Identifier could consist of a "Network ID" and a "Node ID" part, similarly to the first two elements constituting the Global Call Reference as described in subclause 11.3.3.

11.3.6.2
Pros and Cons for Correlation ID solution using Call ID/CIC + MSC Id
Pros:

· The MSC identifier described in this solution is similar but smaller than the global call identifier in solution using GCR.

· This solution is applicable when there are more than two MSC-S's in the routing path.

Cons:

-
The MSC identifier will change in some handover scenarios and therefore this solution requires additional signalling to inform other network nodes about the changed identifier.

- 
The MSC needs to send the call leg identifiers even though LCLS might not be possible at the end.

- 
Late assignment might not be possible with this solution

- 
This solution requires that the CIC or AoIP Call Identifier are unique for all BSS under one MSC and this is contradiction with current understanding.

11.3.7
Comparison of Solution for Correlation of Call Legs

Editor's note: FFS. Solution needs to be finally consolidated after agreement of major principles.
* * * Next Change * * * *

11.4
LCLS-Notification to MGW's

11.4.1
General Considerations

Editor's note: the signalling to the MGW is not determined to be needed yet.

During call setup it is not known whether or not LCLS is feasible or will establish at "Connect". The MGW's are allocated and prepared. But when LCLS is established there will be (in general) no User Plane traffic through the Core Network. The MGW's expect, however, at least a kind of "heart-beat" to be able to supervise the User Plane functionality. It is FFS how this is best handled.

11.4.2
MGW Notification Solution where MSC-S sends LCLS-Notification to MGW

11.4.2.1
Technical Description

One option is to inform the MGW's by a new IE (or even a new message).

11.4.2.2
Pros and Cons for MGW Solution with MSC signalled LCLS Notification
Pros:

-


Cons:

-









11.4.4
Comparison of Solution for LCLS-Notification to MGW
Editor's note: FFS. Solution needs to be finally consolidated after agreement of major principles.
* * * Next Change * * * *

12.
Solutions for A Interface signalling and LCLS support

12.1
General

The purpose of this section is to identify the protocol signalling information that needs to be exchanged between BSS and CN, from CT4's perspective. This is however informative and the final protocol encoding is in the remit of GERAN. Different options may be presented provided they are deemed feasible. The conclusions will finalise which options from this section are selected.

In order for the BSS to establish a Local Switch several prerequisites are necessary that are related to the control protocol:

-
the BSS must indicate to the Core Network that it supports LCLS (LCLS-Capability)

-
the Core Network must give permission and preferred LCLC connectivity (e.g. write access) to the BSS (LCLS-Preference)

-
the Core Network must be able to withdraw the permission for LCLS any time during the call (LCLS-Preference)

-
the Core Network must give indication, which call legs belong to one call (unique Call Identifier)

-
the BSS must indicate, when Local Switch was established or broken (LCSL-Status)

-
the BSS must indicate, when it intends/needs to break the Local Switch (LCLS-Status)

12.2
Signalling of Local Switching Capability from BSS to CN

12.2.1
General Considerations

The BSS and CN must know their capabilities regarding LCLS. It is important for minimising the signalling overhead within the CN that the BSS informs the CN as early as possible. The other direction, CN to BSS, seems less critical.

12.2.2
LCLS Capability Solution using O&M Configuration

12.2.2.1
Technical Description

One option is to configure the BSS-capabilities within each MSC by O&M parameters and the MSC capabilities within each BSS by other O&M parameters. Then no additional signalling for the capability exchange is necessary. 

12.2.2.2
Pros and Cons LCLS Capability Solution using O&M
Pros:

-
no signalling interface impacts

Cons:

-
This approach is error prone due to the hand-administration 

-
The whole BSS must be homogeneously supporting LCLS or the LCLS attempt would fail rather often

-
This administrative approach is static and can not react quickly on changing conditions.

12.2.3
LCLS Capability Solution Signalling LCLS Capability in Assignment Complete

12.2.3.1
Technical Description 

This option proposes to add a new IE "LCLS-Capability" in the Assignment- Complete message. But this is a bit late in the process, the CN may have to do pro-active signalling for LCLS without knowing, if that would ever be successful. 

This new IE needs to indicate: "LCLS-Yes" / "LCLS-No". Default is "LCLS-No" and this is assumed, if the IE is not present. oMSC may only start to employ the additional signalling for LCLS, if it knows that the oBSS supports it. tMSC may only apply signalling for LCLS, if it knows that tBSS supports it.

12.2.3.2
Pros and Cons for LCLS Capability Solution using Assignment Complete
Pros:

-

Cons:

-
Depending on the call establishment the CN LCLS capability would need to be negotiated without knowing if the originating BSS supported LCLS. Depending on the LCLS CN solution this could be unnecessary signalling and configuration in the CN.

-
Impact to the signalling interface

12.2.4
LCLS Capability Solution Signalling LCLS Capability in "Complete Layer 3" message

12.2.4.1
Technical Description 

This option proposes to add a new IE "LCLS-Capability" on the A-Interface, per call leg, within the "Complete Layer 3" Message. This is the approach already taken for the AoIP-Capabilities. The new IE could be used by oBSS and tBSS. The MSC's would be informed at a very early point in time and per call leg, so very accurate. This approach supports a non-homogeneous BSS, i.e. some parts of the BSS could (already) support LCLS, while others are (still) not capable. 

This new IE needs to indicate: "LCLS-Yes" / "LCLS-No". Default is "LCLS-No" and this is assumed, if the IE is not present. oMSC may only start to employ the additional signalling for LCLS, if it knows that the oBSS supports it. tMSC may only apply signalling for LCLS, if it knows that tBSS supports it.

12.2.4.2
Pros and Cons for LCLS Capability Solution using Complete Layer 3 message
Pros:

-
The CN receives the information that the BSS supports LCLS very early in the call and therefore if it is not supported then no further CN signalling would be initiated for LCLS.

-
There is no dependency on when the assignment is applied compared to solution using Assignment Complete.
Cons:

-
Impact to the signalling interface

12.2.5
Comparison of Solutions for Signalling of Local Switching Capability from BSS to CN

FFS
12.3
Signalling of Local Switching Preference from CN to BSS

12.3.1
General Considerations

The MSC needs to inform the BSS one way or another that it supports LCLS and that the CN permits LCLS to be activated for this call. This subclause describes and compares the following alternative solutions:

1.
The core network sends a specific indication to the BSS that CN supports and permits LCLS for the given call leg.

2.
The BSS determines from the received call leg correlation information that CN supports and permits LCLS for the given call leg.

12.3.2
LCLS Preference Solution by signalling of LCLS-Preference in Assignment/Handover procedures

12.3.2.1
Technical Description 

After the CN has received the LCLS-Capability from both radio legs and has negotiated along the routing path (see chapter 11) that LCLS is feasible, it sends the LCLS-Negotiation result within Assignment Request to the BSSes. 

Editor's Note:
It is FFS if it is really required that the MSC should defer the sending of the LCLS-negotiation result for the originating BSS Assignment – since the final negotiation result will be received by the same BSS for the terminating Assignment.


A new IE "LCLS-Preference" is introduced. It is sent within the Assignment Request message from the MSC to the BSS on a per call-leg basis. It instructs the BSS on the possibilities and preferences for LCLS for the call-leg. 
The details for contents and coding are FFS.

12.3.2.2
Pros and Cons for LCLS Preference Solution using Assignment and Handover Request
Pros:

-
The BSS receives explicit indication that CN supports and permits LCLS for the given call leg throughout the core network.

- 
The core network's LCLS capability and permisson information is not coupled to the call leg correlation information, the core network can eg temporary prohibit LCLS for a given call, while still keeping the call leg correlation information intact in the BSS.

Cons:

-
Impact to the signalling interface. This solution requires an extra signalling sequence compared to solution without signalling of LCLS preference, e.g. to permit or prohibit LCLS.

12.3.3
LCLS Preference Solution with No signalling of LCLS-Preference 

12.3.3.1
Technical Description 

In this solution the CN does not send any explicit "LCLS-Preference" neither in the assignment/handover procedures nor in any new additional messages. The presence of the information for the correlation of the call legs (regardless of the specific solution) is handled as a sufficient indication that LCLS is possible for the call. This does not preclude the need for an explicit enabling message from the CN to the BSS (see section 12.6).

This solution is specifically useful when Correlation ID solution using Call ID/CIC + MSC Id (see 11.3.6) is used to correlate the two legs of the call, because in this case there is really no need to define any “LCLS-preference” information exchange for the A-interface. Whenever LCLS is not supported/preferred, it is sufficient not to inform the BSS about the Call ID/CIC and MSC Identifier of the originating leg of the call. In this case the tBSS cannot perform the correlation, cannot know that a call is a local one and consequently cannot (possibly later on) establish LCLS.

12.3.3.2
Pros and Cons for LCLS Preference Solution with no LCLS preference signalling
Pros:

-

Cons:

-
The call leg correlation information is coupled to the CN indication of LCLS preference, and CN can therefore not give separate indications that LCLS is possible and permitted or prohibited. 

-
Call leg correlation information may be lost or outdated in the BSS e.g. when the CN temporary prohibits LCLS.

12.3.4
Comparison of Solutions for Signalling of Local Switching Preference from CN to BSS

FFS
12.4
Signalling of the correlation of the call legs from CN to BSS

12.4.1
General Considerations

The call legs need to be identified by the MSC to the BSS so that the BSS can determine whether or not they are the same call and therefore LCLS is feasible. 

12.4.2
Correlation ID (CN to BSS) Solution by signalling of GCR in Assignment/Handover procedures

12.4.2.1
Technical Description 

This solution is based on the assumption that in order to correlate the two call legs in the BSS the method is to send the Global Call Reference. This is a proposed solution in subclause 11.3. 

The MSC's within the CN have no knowledge about the other end's call-leg or radio access network. They send therefore a new Global Call Reference (see 11.3.3), which is unique for the call, within Assignment Request and Handover Request to each BSS on a per call-leg basis to allow the correlation of call-legs of one call, if both end in one BSS.

A new IE "Global Call Reference" is introduced for the A-Interface. It is sent within the Assignment Request and Handover Request message from the MSC to the BSS on a per call-leg basis. Contents and coding is as for the Global Call Reference within the Core Network (see chapter 11).

12.4.2.2
Pros and Cons for Correlation ID (CN to BSS) Solution using GCR
Pros:

-
The BSS receives a globally unique call identifier (GCR) from each call leg and can then check if they are identical

-
The MSC does not need to have any signalling or coordination with the other leg of the call

Cons:

-
Impact to the signalling interface

12.4.3
Correlation ID (CN to BSS) Solution by signalling of Call-Leg Information parameter in Assignment/Handover Procedures

This solution is based on the assumption that in order to correlate the two call legs in the BSS the method is to send the oCall-leg information. This is a proposed solution in subclause 11.3.The MSC's within the CN have the knowledge about the other end's call-leg or radio access network. A new IE "Call-Leg Information" is introduced for the A-Interface which is unique for the call in the BSS, and it is sent within Assignment Request and Handover Request to the BSS in order to allow the correlation of call-legs of one call, if both end in one BSS.

The contents and coding of the "Call-Leg Information" is as for this IE within the Core Network (see chapter 11).
12.4.3.1
Pros and Cons for Correlation ID (CN to BSS) Solution using Call Leg Info
Pros:

-
The BSS does not need to check if the call is not a local call or the call can not be locally switched. 

Cons:

-


12.4.4
Correlation ID (CN to BSS) Solution by signalling of existing call reference parameter Call ID/CIC & MSC ID in Assignment/Handover procedures 

This solution is FFS
12.4.4.1
Technical Description 

This solution is based on the method to send the Call ID/CIC & MSC ID pair (see subclause 11.3.6) to the BSS in order to identify the originating leg of the call when establishing the terminating leg. 

The Call ID/CIC & MSC ID pair identifying the originating leg of the call is propagated through the network up to the tBSS which can detect whether both call legs are served by the same BSS.

One (or more) information element(s) containing the Call ID/CIC & MSC ID pair of the other leg of the call are added to the Assignment Request and Handover Request messages from the MSC to the BSS on a per call-leg basis. The possible contents and coding of the Call ID/CIC & MSC ID pair are described in subclause 11.3.6.

If the tMSC does not support LCLS, or does not want to allow the BSS to correlate the two legs of the call (as in Lawful Interception solution restricting the LCLS (see Section 9.2), it simply does not add the Call ID/CIC & MSC ID pair of the other leg of the call in Assignment Request/ Handover Request messages.  In this case the tBSS cannot perform the correlation, cannot know that a call is a local one and consequently cannot establish LCLS. When the situation possibly later on has changed, the tMSC can provide the call correlation information to the BSS.

12.4.4.2
Pros and Cons for Correlation ID (CN to BSS) Solution using Call Id plus CIC & MSC Id
Pros:

-
The BSS receives globally unique identifiers of the call legs and can perform correlation of the call legs.

Cons:

-
The call leg correlation information is coupled to the CN indication of LCLS preference, and CN can therefore not give separate indications that LCLS is possible and permitted or prohibited.

See also the corresponding Pros and Cons listed in subclause 12.3.3.2.

12.4.5
Correlation ID (CN to BSS) Solution by signalling of existing call reference parameter in new additional procedures 

This solution is FFS
12.4.6
Comparison of Solutions for signalling the correlation of call legs from CN to BSS

FFS
12.5
Signalling of Local Switching Status from BSS to CN

12.5.1
General Considerations

After the BSS receives the information for the correlation of the call legs (regardless of the specific solution), and the LCLS-Preference (if found to be needed) and identified that LCLS is feasible, it needs to reports the indication back to the CN that it has correlated the two legs of the call and that it is feasible to perform local switching.

12.5.2
LCLS Status Solution by signalling Local Switching Status in new message and in Assignment/Handover procedures

12.5.2.1
Technical Description

Editor's Note The following description might not be complete regarding handover messages.

A new LCLS-Status IE is sent in the Assignment Complete and Handover Complete messages to the CN. Both MSCs (oMSC and tMSC) send the Assignment Request (or Handover Request) at different points in time to the BSS. The LCLS-Status is only fully known and stable after the second Assignment Request (oAssignment-Request or tAssignment-Request, whichever comes later), or the Handover Request, has been received. An additional new Message seems necessary, e.g. termed "LCLS-Notification", which is sent whenever the BSS detects that the LCLS-Status has changed. The MSCs need this LCLS-Status to determine how to handle the User Plane within the Core Network.

A new Message "LCLS-NOTIFICATION" and a new IE "LCLS-Status" are introduced. The LCLS-Status IE may be sent in the Assignment Complete message and Handover Request Acknowledge messages and in the new LCLS-Notification message, whenever it is necessary to inform the CN about a change in the LCLS-Status. If the (optional) LCLS-Status is not included in Assignment Complete and Handover-Request-Acknowledge, then it must be assumed, that LCLS is not feasible.

LCLS-Status indicates that local switching is feasible but also may indicate if local switching is feasible/etablished or must be reverted for example if a handover is needed.

12.5.2.2
Pros and Cons for LCLS Status Solution as new IE in new message and existing messages
Pros:

-
The CN receives notification that the two call legs have been correlated and LCLS is feasible.

-
The CN receives notification at any time during the call if local switching of the call has changed.

Cons:

-
Impact to the signalling interface

12.5.3
Comparison of Solutions for Signalling of Local Switching Status from BSS to CN

FFS
12.6
Signalling of Local Switching Connect/Enabled from CN to BSS

12.6.1
General Considerations

The Assignment procedure allows determining the feasibility for LCLS within the BSS. But at that time the tUser has still not accepted the call and the User Plane shall still not be through-connected. The Connect information is up to REL-8 not send to the BSS, but only to the MS. It seems therefore necessary to introduce a new Message, named e.g. "A-CONNECT" or "LCLS ENABLING STATUS" from CN to BSS. 

12.6.2
LCLS Connect/Enabled Solution using new "A-Connect" message to BSS

12.6.2.1
Technical Description

A new Procedure "A-Connect", two new Messages "A-CONNECT" / "A-CONNECT-ACK" and a new IE "A-Connect-Control" are introduced on the A-Interface to inform the BSS, when and how to "Connect". The "A-Connect" procedure is not intended to be used by the MSS to disable LCLS at the BSS, therefore it is more limited in scope than the "LCLS Enabling Procedure" described below.

The trigger for this A-Connect procedure is the "Connect" message from tMS, which is seen by tMSC and oMSC. Both, tMSC and oMSC, send the new Message A-CONNECT to both, tBSS and oBSS, respectively. The content, i.e. the coding of the IE A-Connect-Control is in general identical on both A-Interfaces, but could be different, FFS.

If both call legs receive an A-CONNECT message and the contents of the A-Connect-Control IEs allow LCLS, then BSS establishes LCLS. The tBSS call leg gets tA-CONNECT in general earlier than the oBSS call leg gets oA-CONNECT.

Both tBSS and oBSS shall acknowledge this A-CONNECT message after the status of LCLS is clarified, i.e. after both call leg got the A-CONNECT message and LCLS is established - or it is clarified that LCLS can not be established.
A new Message "A-CONNECT" is introduced. It may contain further IEs (FFS).

12.6.2.2
Pros and Cons for LCLS Connect/Enabled Solution using new A-Connect message
Pros:

-
The CN controls when the local call local switch user plane through-connection occurs

-
The BSS is told when the user plane can be switched to bothway

-
The CN is informed when this has been achieved.

Cons:

-
Impact to the signalling interface

12.6.3
LCLS Connect/Enabled Solution using new "LCLS ENABLING STATUS" message to BSS

12.6.3.1
Technical Description

The "LCLS Enabling Procedure" solution differs from solution using new "A-Connect" message  in that the names of the two new messages on the A-interface are "LCLS ENABLING STATUS" and "LCLS ENABLING STATUS ACK" and the new IE name is "LCLS Enabled". Also in this solution the MSS informs the BSS when LCLS is finally possible, e.g. when the call is through-connected at call setup. One significant difference compared to the previous solution  is that MSS can use the "LCLS ENABLING Procedure" at any time and also for disabling LCLS, see subclause 12.7.2.

The trigger for the LCLS Enabling procedure when used at call set-up is the same as for the previous solution, i.e. the "Connect" message from tMS. 

After receiving the "LCLS Enabled" IEs allowing the BSS to establish LCLS, in this solution the BSS can notify the tMSC and oMSC that LCLS is established at any time during the call, e.g. after an intra-BSS handover. This might imply the need to define a new message from the BSS to the CN (see sub-clause 12.8)
12.6.3.2
Pros and Cons for LCLS Connect/Enabled Solution using new LCLS Enabling Status Message
Pros:

-
The CN controls when the local call local switch user plane through-connection is allowed

-
The BSS is told when the user plane can be locally switched 

-
The CN is informed whether this has been achieved.

-
An "LCLS ENABLING STATUS" message can be used at any time during the call (and not only at call setup when the call is through-connected) to allow the MSC to enable/disable LCLS (e.g. due to some Supplementary services requiring to break LCLS)

Cons:

12.6.4
Comparison of Solutions for Signalling of Local Switching Connect/Enabled from CN to BSS

With respect to an "A-Connect" message, an "LCLS ENABLING STATUS" message can be used at any time during the call (and not only at call setup when the call is through-connected) to allow the MSC to enable/disable LCLS (e.g. due to some Supplementary services requiring to break LCLS)FFS
However, after endorsement of the principle that some CN->BSS messages/IEs are needed to explicitly enable LCLS, Stage 3 details (message/IE names and details of the procedure) will be defined by GERAN.

12.7
Signalling of LCLS Indication from CN to BSS

12.7.1
General Considerations

After the MSC-Ss identify the LCLS is feasible or the locally switching shall be released, the CN shall send the LCLS indication to BSS to perform local switching or release local switching.

12.7.2
LCLS Indication Solution by Signalling of LCLS Indication in new message

12.7.2.1
Technical Description

If BSS-ID of oBSS and tBSS are identical and CN allow LCLS, then tMSC shall send the new introduced LOCAL SWITCH REQUEST message with the two Call-Legs of this call and the LCLS-Indicator to BSS trigger the local switch.

NOTE 1:
Whether the MSC shall send LCLS Indication until the Call is connected or not was discussed in subclause 8.1.5.2.

If the BSS performs the local switch successfully, BSS will response with LOCAL SWITCH COMPLETE message to MSC. If BSS fails performing the local switch, the BSS will response with LOCAL SWITCH FAILURE message containing a corresponding cause value.

Editor’s Notes:
How MSC will know that LCLS can be supported from a particular BSS (potential contradiction with GERAN assumption 4) is FFS
12.7.2.2
Pros and Cons LCLS Indication Solution by using new message
Pros:

-
Only when the call is local, it will impact A interface control plane.

-
The BSC do not need to identify whether the call is local or not.

Cons:

-
New messages shall be defined to signal the LCLS indication.

12.8
Signalling of Local Switching Disabled from CN to BSS

12.8.1
General Considerations

It shall be possible for the CN to disable LCLS (e.g. due to some Supplementary Services), when LCLS is not already established. Only one solution for this purpose is identified and described in this subclause.

12.8.2
LCLS Disabled Solution using new Disabling message to BSS

12.8.2.1
Technical Description

The same "LCLS ENABLING STATUS" / "LCLS ENABLING STATUS ACK" messages defined in sub-clause 12.6.3 can be used for this purpose. 

Editor's Note:
Further text might have be added

12.8.2.2
Pros and Cons for LCLS Disabled Solution using new message
Pros:

The CN can at any time prohibit LCLS from being established at the BSS.

-
A new message, which is anyhow needed, is reused for multiple purposes. 

Cons

12.8.3
Comparison of Solutions for Signalling of Local Switching Disabled from CN to BSS

Editor's Note:
Further text might have be added

After endorsement of the principle that some CN->BSS messages/IEs are needed to explicitly disable LCLS, Stage 3 details (message/IE names and details of the procedure) will be defined by GERAN.

12.9
Signalling of Local Switching Established from BSS to CN

12.9.1
General Considerations

After receiving the "LCLS Enabled" IEs allowing the BSS to establish LCLS, it shall be possible for the BSS to established LCLS at any time during the call (e.g. after an intra-BSS handover) and not just immediately after receiving the "LCLS ENABLING STATUS" messages. The BSS shall be able to inform the MSS that LCLS has been established for a call.

12.9.2
LCLS Established Solution using new LCLS Establishment message to CN

12.9.2.1
Technical Description

According to this solution the BSS uses a new "LCLS ESTABLISHMENT STATUS" message to inform MSS. 

12.9.2.2
Pros and Cons LCLS Established Solution using new message
Pros:

-
The BSS can inform the MSS about the status of LCLS at the BSS using a specific message.

Cons:

-
A new message needs to be defined.

12.9.3
Comparison of Solutions for Signalling of Local Switching Established from BSS to CN

Editor's Note:
Further text might have be added

After endorsement of the principle that some BSS-CN messages/IEs are needed to allow the BSS to establish LCLS at any time during the call, Stage 3 details (message/IE names and details of the procedure) will be defined by GERAN.

12.10
Signalling of Local Switching Release Command from CN to BSS

12.10.1
General Considerations

It shall be possible for the CN to command BSS to release LCLS (e.g. due to some Supplementary Services), when LCLS is established at the BSS.

12.10.2
LCLS Release Solution using new Release Command message to BSS

12.10.2.1
Technical Description

According to this solution the MSS sends a new "LCLS RELEASE COMMAND" message to the BSS. 

12.10.2.2
Pros and Cons LCLS Release Solution using new message
Pros:
-
The CN can at any time release LCLS that is established at the BSS using a specific command message

Cons:

-
A new message needs to be defined.

12.10.3
LCLS Release Solution by reuse of "LCLS Enabling Status" message to BSS

12.10.3.1
Technical Description

The MSS uses the same "LCLS ENABLING procedure" described in subclause 12.6.3, but with the different purpose to release LCLS that is established at the BSS. 

12.10.3.2
Pros and Cons LCLS Release Solution by re-use of LCLS Enabling Status message
Pros:

-
The CN can at any time release LCLS that is established at the BSS.

-
A new message, which is anyhow needed, is reused for multiple purposes. 

Cons

-
More complex signalling structure compared to defining specific different messages for different purposes

12.10.4
Comparison of Solutions for Signalling of Local Switching Release Command from CN to BSS

However, after endorsement of the principle that some CN->BSS messages/IEs are needed to command the BSS to release LCLS, Stage 3 details (message/IE names and details of the procedure) will be defined by GERAN.
* * * End of Changes * * * *
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oMSC selects �preferred oRanC







oMSC sends BICC IAM and Codec List to tMSC�+ Global Call Reference + LCLS-Neg











Some radio related signaling with oMS Capabilities







oMSC asks oMS for Authentication







oMS accesses oMSC: Service Request + CL3 + LCLS-Cap







oMS accesses oB







oUser:� „dial“







oMSC sends SC to oMGW







tUser







oUser







tAssignment Ack + LCLS-Status







tAssignment-Ack   reports  tLCLS-Status  to tMSC;�oLCLS-Notification reports oLCLS-Status to oMSC;�in this example: LCLS is feasible !
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tMSC sends SC to oMSC  + LCLS-Neg







tMSC selects SC for Nb�and preferred tRanC







oAssignment with preferred oRanC + Global Call Reference + LCLS-Pref







Continuity Message







tAssignment with preferred tRanC + Global Call Reference + LCLS-Pref







tMS reports: Alerting !







tUser hears �Ringing tone







tMSC reports: Alerting !







oMSC reports: Alerting !







oMS shows � "Alerting"







tMSC to tMGW: generate Ring-back tone







oUser hears�Ring-back tone







tMGW generates Ring-back tone







tUser accepts







tMS reports Connect !







tMSC reports:Connect !







tMSC: Standby !







oMSC: Standby !







oMSC reports: Connect !







oAssignment Ack + LCLS-Status
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~ 650ms







tBSC is paging tMS �  and responds �after a while + CL3 + LCLS-Cap











oMSC: Connect !







tMSC sends SC to tMGW







tMSC: Connect !



























oMS shows �"Connected"











two-way communication between the users via direct shortcut in BSS between the BTSes
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no need for LCLS-signaling on Nc�LCLS-signaling only on oA and tA















the same, identical BSC on both sides
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LCLS-signaling on Nc�LCLS-signaling on oA and tA















the same, identical BSC on both sides
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