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1. Introduction

This paper tries to distinguish between application and application logic function in UDC, and provides the definitions for them.
2. Reason for Change

UDC supports a layered architecture that separates the user data from the application logic. From the architecture described in figure 4.1-1 in 3GPP TS 23.335, the front end may support one or more application logics handling. However the application logic in the figure is different from application. The following case clearly describes this difference.
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From the above figure, we can see each application may access the UDR via different FEs. Each FE may support one or more application logics, e.g. the function of HLR, HSS or application server.
For the different applications the UDR may provide different views due to different application logics or different clusters. For the same application, e.g. app4 may access the UDR via FE cluster1 or FE cluster2, so the UDR may provide different views due to different clusters.
It is proposed to give the definitions of application and application logic function as follows:

Application: in all places in this document where the term application is used to refer to a service offered by a mobile network operator or a third party to the mobile subscriber, then it always denotes the type of application and not the actual instance of an application installed on an application server.
Application Logic Function (ALF): an ALF is designed to provide user data access towards the User Data Repository, and to provide support the function of a network entity (e.g. HLR, HSS, Application Server) or provisioning.
For the application it may be offered by a mobile network operator through BOSS which is composed of BSS and OSS. BSS can access the UDR via provisioning front end, and OSS can access the UDR via system management front end.
So it is also proposed to change OSS into BOSS in the whole document that can include the scenario for provisioning.
3. Conclusions

Skip.
4. Proposal

It is proposed to agree the following changes to 3GPP TS 23.335 v0.2.0.
* * * First Change * * * *

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Application: in all places in this document where the term application is used to refer to a service offered by a mobile network operator or a third party to the mobile subscriber, then it always denotes the type of application and not the actual instance of an application installed on an application server.
Application Logic Function: an ALF is designed to provide user data access towards the User Data Repository, and to provide support the function of a network entity (e.g. HLR, HSS, Application Server) or provisioning.
Front End: a core network entity or service layer entity or provisioning entity that can access user data stored in a unique repository, and support one or more application logic functions.

User Data Repository: a facility where user data can be accessed stored and managed in a common way.
Transaction: a transaction is a sequence of operations towards the User Data Repository (one or several), performed as a single logical unit of work. A logical unit of work must exhibit four properties, called the ACID (Atomicity, Consistency, Isolation, and Durability) properties, to qualify as a transaction.
A transaction usually consists of the following steps, start transaction, making updates, and end of transaction; the transaction can finish successfully, in that case it is said the updated data is committed, or unsuccessfully, in that case the transaction is cancelled and the updates made till that moment are rolled back so that the data remains as it were before the transaction.
Atomicity: a transaction must be an atomic unit of work; either all of its data modifications are performed or none of them is performed.

Consistency: when completed, a transaction must leave all data in a consistent state. In the User Data Repository, all rules must be applied to the transaction’s modifications to maintain all data integrity. All internal data structures must be correct at the end of the transaction.
Isolation: modifications made by concurrent transactions must be isolated from the modifications made by any other concurrent transactions. A transaction either sees data in the state it was in before another concurrent transaction modified it, or it sees the data after the second transaction has completed, but it does not see an intermediate state. This is referred to as serialization because it results in the ability to reload the starting data and replay a series of transactions to end up with the data in the same state it was in after the original transactions were performed.
Durability: after a transaction has completed, its effects are permanently in place in the User Data Repository. The modifications persist even in the event of a system failure.
3.2
Symbols

For the purposes of the present document, the following symbols apply:

Ud

 reference point between a FE and the UDR

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

ALF
Applicaiton Logic Function

BOSS
Business & Operation Supporting System

FE
Front End

UDC
User Data Convergence

UDR
User Data Repository

* * * Next Change * * * *

4
User Data Convergence architecture

4.1
UDC System architecture

Figure 4.1-1 presents the reference UDC architecture. UDC supports a layered architecture that separates the user data from the application logic, so that user data is stored in a logically unique repository allowing access from the core and service layer entities, hereby named Application Front Ends.

In the architecture, the User Data Repository (UDR) is a functional entity that acts as a single logical repository of user data and is unique in an operator’s network. Entities which do not store user data and that need to access user data stored in the UDR are collectively known as application front ends. 

Editor’s note: it is FFS if the UDR is unique in an operator’s network

Application Front Ends connect to the UDR through the reference point named Ud to access user data.

Reference points towards network elements are marked in discontinuous lines in Figure 1, and are just shown for information purposes only. Details of the roles of these functional entities are described in sections 4.2.1, 4.2.2 and 4.2.3.

[image: image2]
Figure 4.1-1: UDC reference architecture

Editor’s note: it needs to be decided which reference points between the Core and service layers and the Front Ends are listed in the figure above

* * * Next Change * * * *

4.2.2
Provisioning Front end

The Provisioning Front End is an Application Front End for the purpose of provisioning the UDR. The Provisioning Front End provides means to create, delete, modify and retrieve user data. However, the provisioning should not be allowed to manipulate on the common baseline information model. 

Provisioning may be associated to an application/implementation and may comprise semantic control specific to this application. It may correspond to different types of provisioning FEs corresponding to different applications logics. 

The UDC should support following provisioning possibilities of user data:

-
Provisioning from a BOSS system of the operator on an individual basis or on a bulk basis.
-
Provisioning from self care systems interfacing subscribers or users that should allow large amounts of users to initiate provisioning actions with good response time.
-
Provisioning via Applications servers that often offer user service configurations facilities (e.g. via Ut interface) and that will control the validity of user requests before storing the data in the UDC.
The interoperation between UDC and the provisioning is out of the scope of this specification.
Editor’s note: it needs to be addressed if the bulk provisioning will be supported in Ud interface.

* * * Next Change * * * *

5
User Data convergence information flows

5.1
General

This section documents the main procedures on the Ud reference point that are used by the different Front Ends. These procedures are described using text description as well as information flow diagrams. The procedures described in this document are meant to provide a high level description and are not intended to be exhaustive. 
In the following sections, the multiple network elements are depicted as a single entity, since the procedures are common for all applications.

These procedures assume that the existing network elements accept a request message sent by any FE, e.g. a MSC/VLR accepts a MAP Cancel Location sent by any HLR-FE, an AS accepts Sh-Notif from any HSS-FE and an S-CSCF accepts a Cx-Deregister from any HSS-FE.Figure 5.1-1 shows the general UDC information flow. See Annex A for specific examples.

NOTE:
These procedures do not mandate a one to one message mapping or one to one parameter mapping in the Ud protocol.
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Figure 5.1-1: General UDC Information Flow

1.
The FE receives an initial request on one of the supported interfaces from Core Network, Service Layer or BOSS.

2.
When receiving an initial request message, the FE may read user data from the UDR. 

3.
The FE shall store the read user data (if any) as a temporary local copy and use it when performing its application logic. There may be applications that do not need to retrieve and store user data from the UDR in order to perform the application logic.

4.
The FE performs its application logic.

4a.
As part of performing the application logic, the FE shall continue and complete the communication with the Core Network, Service Layer or BOSS. This may include sending messages to and receiving messages from entities within the Core Network, Service Layer or BOSS other than the entity that sent the initial request.

4b.
As part of performing the application logic, the FE shall access user data in the UDR if so required by the application. This may happen more often than once. Steps 4a and 4b may be performed in any order of sequence.

5.
After application logic is completed, the FE shall delete its temporary local copy of user data.

6.
The UDR shall send a notification message to an appropriate FE if the data modified in step 4b are subscribed data for notification. The notification message shall include user data. More than one notification messages are sent if the modified data are subscribed more often than once.

7.
The FE shall store the received user data as a temporary local copy and use it when performing its application logic.

8.
The FE performs its application logic.

8a.
As part of performing the application logic, the FE shall communicate with the Core Network, Service Layer or BOSS if so required by the application. 

8b.
As part of performing the application logic, the FE shall access user data in the UDR if so required by the application. This may happen more often than once. Steps 8a and 8b may be performed in any order of sequence.

NOTE: 
In the UDR step 8b may result in another notification message being sent to an appropriate FE, which is not shown in the figure.

9.
After application logic is completed, the FE shall send a notify acknowledgement to the UDR.

10.
After application logic is completed, the FE shall delete its temporary local copy of user data.
* * * Next Change * * * *

5.2
Requirements

The following points are considered as requirements for the purpose of these procedures.

1.
It shall be possible for an authorized Front End to read relevant user data stored in the UDR.

2.
It shall be possible for an authorized Front End to modify (i.e. create, update, and delete) relevant user data stored in the UDR.

3.
The UDR shall support notifications to the related Front Ends about changes of user data which they have subscribed to. Specifically, the UDR shall allow applications to subscribe to specific events on specific data of specific users.
4.
The UDR shall support controlled access. Accordingly, UDR shall authenticate and authorize Application Front Ends. The authentication and authorization shall be based on the following criteria:

-
application logic function type (e.g. HSS, HLR, or Applicaiton Server)
-
Front End cluster identifier

-
the user data which are requested

-
the request type (e.g. query, modify)

5.
Access to the UDR shall be independent of the structure of the data models, i.e. the changes in the data models shall not affect these procedures.
6.
It shall be possible to present different views on the user data to the same application or the different applications which require access.

7.
A group of Front Ends (or a single Front End) for a specific application type shall be distinguished by a unique Front End cluster identifier.

Editor’s note: it is FFS if the Front End cluster identifier must be globally unique.

8.
The UDR may store the current Front End cluster identifier as part of the user data and may use this information to determine which Front Ends should be used for notifications.
* * * End of Change * * * *
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