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* * * First Change * * * *

 14.1.1
Restoration Procedures

MME storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile MME restart counter for the MME itself that is incremented by 1 at each MME node restart.
After an MME restart, the MME shall delete all MM contexts and PDN Connection contexts affected by the restart that it may have stored.
The MME shall maintain a Restart counter for each SGW with which the MME is in contact 
During or immediately after an MME Restart, the MME Restart counter shall be incremented and all the peer SGW Restart counters are marked invalid. The MME shall place this MME restart counter value in all GTPv2 echo requests and echo responses the MME sends.
The MME will receive the SGW restart counters in GTPv2 echo requests and echo responses that the MME receives from the SGW. 

When an MME detects that a peer SGW has restarted it shall as a default delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal MME resources associated with those PDN connections. The MME may optionally perform other implementation specific actions such as to clear external resources (e.g. S1-MME messages to clear RNC resources) or more advanced forms of restoration.

NOTE:
The MME will have the identity of the PGW and SGW currently in use for a PDN connection available in the MME’s PDN connection table as part of existing EPC procedures as well as other peer state data.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address).

 
The MME shall detect a peer SGW as currently unavailable by the MME sending a series of GTPv2 echo requests and not receiving a GTPv2 echo response within a period of time (see 3GPP TS 29.274 [13]).

Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.

The MME shall detect a peer SGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message as follows:

a)
If the MME does not have a previously stored value for the peer’s restart counter the MME accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the MME receives the restart counter in a GTPv2 request or response and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the MME receives the restart counter in a valid GTPv2 response and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.

Editor’s note: MBMS over EPC is FFS.
Editor’s note: It is for FFS if the MME may keep track of other nodes it is communicating directly with using GTPv2 in a similar manner (i.e. SGSN or other MME).
* * * Second Change * * * *

16.1.1
Restoration Procedures

SGW storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile SGW restart counter for the SGW itself that is incremented by 1 at each SGW node restart.

After an SGW restart, the SGW shall delete all PDN Connection contexts affected by the restart that it may have stored.

The SGW shall maintain a Restart counter for each MME or PGW with which the SGW is in contact (note that contact with the PGW can be via GTPv2 or PMIPv6).

During or immediately after an SGW Restart, the SGW Restart counter shall be incremented and all the peer MME and PGW Restart counters are marked invalid. The SGW shall place this SGW restart counter value in all GTPv2 echo requests/responses and PMIPv6 heartbeat requests/responses the SGW sends.

The SGW will receive the MME restart counter in GTPv2 echo requests and echo responses that the SGW receives from the MME.

The SGW will receive the PGW restart counter in GTPv2 echo requests/ responses and PMIPv6 heartbeat requests/responses that the SGW receives from the PGW.

When an SGW detects that a peer MME (or peer PGW) has restarted it shall delete all PDN connection contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. The SGW does not try to directly clear resources in the MME or PGW. The SGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).
As an intermediate node on the signalling path, once the SGW detects that a peer MME (or PGW) has restarted, for each peer node it connects to at another side, it should send a GTPv2 Delete PDN Connection Set Request message or PMIPv6 Bulk Binding Revocation Indication (for PMIPv6-based S5/S8) with Node ID of the restarting node. When the MME or the PGW receives the GTPv2 Delete PDN Connection Set Request message or the PMIPv6 Bulk Binding Revocation Indication (for PMIPv6-based S5/S8) containing the Node ID of the remote peer (MME for a PGW, or PGW for a MME) but without CSID (s) included, the MME or PGW shall treat the message as a notification that the remote peer identified by the Node ID has restarted, i.e., a Partial Node Failure Notification with a “Match all” CSID. The process of MME and PGW in this case is described in subcluase 14.3.4 and subclause 17.2.4 
NOTE:
The SGW will have the identity of the MME and PGW currently in use for a PDN connection available in the SGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or PGW PMIPv6 IP address for PMIPv6 S5/S8).


The SGW shall detect a peer MME as currently unavailable by the SGW sending a series of GTPv2 echo requests and not receiving a GTPv2 echo response within a period of time (see TS 29.274 [13]).

The SGW shall detect a peer PGW as currently unavailable by the SGW sending a series of GTPv2 echo requests, or PMIPv6 heartbeat requests, and not receiving within a period of time respectively a GTPv2 echo response, or a PMIPv6 heartbeat response (see TS 29.274 [13] or TS 29.275[16]).Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.

The SGW shall detect a peer MME or peer PGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message or PMIPv6 message as follows:

a)
If the SGW does not have a previously stored value for the peer’s restart counter the SGW accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the SGW receives the restart counter in a GTPv2 request or response, or PMIPv6 request or response, and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the SGW receives the restart counter in a valid GTPv2 response, or PMIPv6 response, and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.

* * * Third Change * * * *

17.1.1
Restoration Procedures

PGW storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile PGW restart counter for the PGW itself that is incremented by 1 at each PGW node restart.

After a PGW restart, the PGW shall delete all PDN Connection contexts affected by the restart that it may have stored.

The PGW shall maintain a  Restart counter for each SGW with which the PGW is in contact (note that contact with the SGW can be via GTPv2 or PMIPv6).
During or immediately after a PGW Restart, the PGW Restart counter shall be incremented and all the peer SGW Restart counters are marked invalid. The PGW shall place this PGW restart counter value in all GTPv2 echo requests/responses and PMIPv6 echo requests/responses the PGW sends.

The PGW will receive the SGW restart counters in GTPv2 echo requests/responses and PMIPv6 heartbeat requests/responses that the PGW receives from the SGW.When a PGW detects that a peer SGW has restarted it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW resources associated with those PDN connections. The PGW does not try to directly clear resources in the SGW. The PGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The PGW will have the identity of the MME and SGW currently in use for a PDN connection available in the PGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or SGW PMIPv6 IP address for PMIPv6 S5/S8).


The PGW shall detect a peer SGW as currently unavailable by the PGW sending a series of GTPv2 echo requests, or PMIPv6 heartbeat requests, and not receiving within a period of time respectively a GTPv2 echo response, or a PMIPv6 heartbeat response (see TS 29.274 [13] or TS 29.275[16]).

Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.

The PGW shall detect a peer SGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message or PMIPv6 message as follows:

a)
If the PGW does not have a previously stored value for the peer’s restart counter the PGW accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the PGW receives the restart counter in a GTPv2 request or response, or PMIPv6 request or response, and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the PGW receives the restart counter in a valid GTPv2 response, or PMIPv6 response, and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.
* * * End of Changes * * * *
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