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* * * First Change * * * *

1.1
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary of 3GPP Specifications ".

[2]
3GPP TS 23.018: "Basic Call Handling - Technical realisation".

[3]
3GPP TS 23.022: "Functions related to Mobile Station (MS) in idle mode".

[4]
3GPP TS 23.040: "Technical realisation of SMS Point to Point".

[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS) Service description; Stage 2".

[6]
3GPP TS 29.002: "Mobile Application Part (MAP) specification".

[7]
3GPP TS 29.018:"Serving GPRS Support Node (SGSN) - Visitors Location Register (VLR); Gs interface layer 3 specification".

[8]
3GPP TS 29.060: "GPRS Tunneling Protocol (GTP) across the Gn and Gp Interface".

[9]
3GPP TS  43. 005: "Digital cellular telecommunication system: Technical performance objectives".

[10]
3GPP TS 23.071: "Digital cellular telecommunications system; Location Services (LCS); Functional Description; Stage 2".

[11]
Void

[12]
3GPP TS 23.246: "Multimedia Broadcast/Multicast Service (MBMS) Architecture and Functional Description"

[13]
3GPP TS 29.274: " Evolved GPRS Tunnelling Protocol for EPS (GTPv2)"

[14]
IETF draft-koodli-netlmm-path-and-session-management-00.txt: "Path and Session Management in Proxy Mobile IPv6", work in progress.

[15]
IETF draft-devarapalli-netlmm-pmipv6-heartbeat-03: "Heartbeat Mechanism for Proxy Mobile IPv6", work in progress.
[x1]
3GPP TS 29.281: "GPRS Tunnelling Protocol for User Plane (GTPv1-U)"

[x2]
IETF RFC 5213: " Proxy Mobile IPv6", Standards Track.

* * * Next Change * * * *

14.1.1
Restoration Procedures

MME storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile MME restart counter for the MME itself that is incremented by 1 at each MME node restart.
After an MME restart, the MME shall delete all MM Bearer contexts affected by the restart that it may have stored.
The MME maintains an SGW Restart and PGW Restart counter for each SGW and PGW with which the MME is in contact (contact with PGW is occurs indirectly though an SGW) 
During or immediately after an MME Restart, the MME Restart counter shall be incremented and all the peer SGW and PGW Restart counters are marked invalid. The MME shall place this MME restart counter value in all GTPv2 echo requests and echo responses the MME sends.

The MME will receive the SGW restart counters in GTPv2 echo requests and echo responses that the MME receives from the SGW. 

When an MME detects that a peer SGW or peer PGW has restarted it shall as a default delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal MME resources associated with those PDN connections. The MME may optionally perform other implementation specific actions such as to clear external resources (e.g. S1-MME messages to clear RNC resources) or more advanced forms of restoration.

NOTE:
The MME will have the identity of the PGW and SGW currently in use for a PDN connection available in the MME’s PDN connection table as part of existing EPC procedures as well as other peer state data.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address).

The MME shall maintain a separate locally stored copy of the last valid received restart counter for each PGW and SGW peer.



The MME shall detect a peer SGW or peer PGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message as follows:

a)
If the MME does not have a previously stored value for the peer’s restart counter the MME accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the MME receives the restart counter in a GTPv2 request or response and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the MME receives the restart counter in a valid GTPv2 response and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.

Editor’s note: MBMS over EPC is FFS.
Editor’s note: It is for FFS if the MME may keep track of other nodes it is communicating directly with using GTPv2 in a similar manner (i.e. SGSN or other MME).
* * * Next Change * * * *

16.1.1
Restoration Procedures

SGW storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile SGW restart counter for the SGW itself that is incremented by 1 at each SGW node restart.

After an SGW restart, the SGW shall delete all MM Bearer contexts affected by the restart that it may have stored.

The SGW maintains an MME Restart and PGW Restart counter for each MME and PGW with which the SGW is in contact (note that contact with the PGW can be via GTPv2 or PMIPv6).

During or immediately after an SGW Restart, the SGW Restart counter shall be incremented and all the peer MME and PGW Restart counters are marked invalid. The SGW shall place this SGW restart counter value in all GTPv2 echo requests and echo responses the SGW sends (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

The SGW will receive the PGW and MME restart counters in GTPv2 echo requests and echo responses that the SGW receives from the MME and PGW (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

When an SGW detects that a peer MME or peer PGW has restarted it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. The SGW does not try to directly clear resources in the MME or PGW. The SGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The SGW will have the identity of the MME and PGW currently in use for a PDN connection available in the SGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or PGW PMIPv6 IP address for PMIPv6 S5/S8).

The SGW shall maintain a separate locally stored copy of the last valid received restart counter for each MME and PGW peer.



The SGW shall detect a peer SGW or peer PGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message (or PMIPv6 message for PMIPv6 based S5/S8) as follows:

a)
If the SGW does not have a previously stored value for the peer’s restart counter the SGW accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the SGW receives the restart counter in a GTPv2 request or response (or PMIPv6 request or response) and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the SGW receives the restart counter in a valid GTPv2 response (or PMIPv6 response) and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.

* * * Next Change * * * *

17.1.1
Restoration Procedures

PGW storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile PGW restart counter for the PGW itself that is incremented by 1 at each PGW node restart.

After a PGW restart, the PGW shall delete all MM Bearer contexts affected by the restart that it may have stored.

The PGW maintains an MME Restart and SGW Restart counter for each MME and SGW with which the PGW is in contact (note that contact with the SGW can be via GTPv2 or PMIPv6).

During or immediately after an PGW Restart, the PGW Restart counter shall be incremented and all the peer MME and SGW Restart counters are marked invalid. The PGW shall place this PGW restart counter value in all GTPv2 echo requests and echo responses the PGW sends (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

The PGW will receive the SGW and MME restart counters in GTPv2 echo requests and echo responses that the PGW receives from the MME and SGW (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).When an PGW detects that a peer MME or peer SGW has restarted it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW resources associated with those PDN connections. The PGW does not try to directly clear resources in the MME or SGW. The PGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The PGW will have the identity of the MME and SGW currently in use for a PDN connection available in the PGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or SGW PMIPv6 IP address for PMIPv6 S5/S8).

The PGW shall maintain a separate locally stored copy of the last valid received restart counter for each MME and SGW peer.



The PGW shall detect a peer PGW or peer SGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message (or PMIPv6 message for PMIPv6 based S5/S8) as follows:

a)
If the PGW does not have a previously stored value for the peer’s restart counter the PGW accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the PGW receives the restart counter in a GTPv2 request or response (or PMIPv6 request or response) and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the PGW receives the restart counter in a valid GTPv2 response (or PMIPv6 response) and the previously stored value for the peer’s restart counter differs from that received then it has determined the
* * * Next Change * * * *

17
Restoration of data in the PGW

17.1
Restart of the PGW

Editor’s Note: The details for handling the Restart counters for the PMIPv6 S5/S8 messages between the SGW and the PGW are subject to status of IETF drafts. The text below assumes draft-koodli-netlmm-path-and-session-management-00.txt is used but that draft will probably be merged with draft-devarapalli-netlmm-pmipv6-heartbeat-03. If these drafts do not progress then the PMIPv6 heartbeat request and heartbeat response from the PMIPv6 heartbeat draft [15] would replace the NERQ and NERP messages respectively.
17.1.1
Restoration Procedures

PGW storage of non-configuration related data is to be treated as volatile at node restart except there shall be a single non-volatile PGW restart counter for the PGW itself that is incremented by 1 at each PGW node restart.

After a PGW restart, the PGW shall delete all MM Bearer contexts affected by the restart that it may have stored.

The PGW maintains an MME Restart and SGW Restart counter for each MME and SGW with which the PGW is in contact (note that contact with the SGW can be via GTPv2 or PMIPv6).

During or immediately after an PGW Restart, the PGW Restart counter shall be incremented and all the peer MME and SGW Restart counters are marked invalid. The PGW shall place this PGW restart counter value in all GTPv2 echo requests and echo responses the PGW sends (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

The PGW will receive the SGW and MME restart counters in GTPv2 echo requests and echo responses that the PGW receives from the MME and SGW (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).When an PGW detects that a peer MME or peer SGW has restarted it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW resources associated with those PDN connections. The PGW does not try to directly clear resources in the MME or SGW. The PGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The PGW will have the identity of the MME and SGW currently in use for a PDN connection available in the PGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or SGW PMIPv6 IP address for PMIPv6 S5/S8).

The PGW shall maintain a separate locally stored copy of the last valid received restart counter for each MME and SGW peer.



The PGW shall detect a peer PGW or peer SGW that recently restarted or is in the process of restart by checking each received restart counter in a validly received GTPv2 message (or PMIPv6 message for PMIPv6 based S5/S8) as follows:

a)
If the PGW does not have a previously stored value for the peer’s restart counter the PGW accepts the received restart counter, stores it and skips the remaining checks since it has determined that this is not a restart case for that peer.

b)
If the PGW receives the restart counter in a GTPv2 request or response (or PMIPv6 request or response) and the previously stored value for the peer’s restart counter is the same as that just received the remaining checks are not made since it has determined that this is not a restart case for that peer.

c)
If the PGW receives the restart counter in a valid GTPv2 response (or PMIPv6 response) and the previously stored value for the peer’s restart counter differs from that received then it has determined the peer node has restarted and the actions noted above must be taken and no further checks are done.
X
Path failure procedures for EPC entities

Editor’s Note: The details for handling the PMIPv6 heartbeat request and heartbeat response in this chapter are based on the IETF PMIPv6 heartbeat draft [15].
X.1
GTP and PMIPv6 Paths
As per 3GPP TS 29.274 [13] a GTPv2-C endpoint is a single IP address and UDP listening port at IETF registered port number 2123.  For the purposes of the present document a GTPv2-C path is a source IP address and destination GTPv2-C endpoint. A GTPv2-C entity is a node with one or more GTPv2-C endpoints
As per 3GPP TS 29.281 [x1] a GTPv1-U endpoint is a single IP address and UDP listening port at IETF registered port number 2152. For the purposes of the present document a GTPv1-U path is a source IP address and destination GTPv1-U endpoint. A GTPv1-U entity is a node with one or more GTPv1-U endpoints.
Editor's Note: Above text may be removed if GTP path definition aligns with this local definition.
A PMIPv6 endpoint is a single IPv6 address that is listening for IPv6 packets containing PMIPv6 messages (IETF RFC 5213 [x2]).  A PMIPv6 path is a source IPv6 address and destination PMIPv6 endpoint. A PMIPv6 entity is an LMA node (or MAG node) with one or more PMIPv6 endpoints.  
Editor's Note: Above text may need to be updated to reflect changes for IPv4 tunnels used for carrying PMIPv6. 
X.2
Endpoint failure detection common procedures for GTP-C v2, GTPv1-U and PMIPv6
Generally a peer endpoint being unavailable is detected by failure to respond to essentially all messages sent to that endpoint from the local entity. 
Note:
Lack of availability of a peer endpoint does not necessarily imply that the peer endpoint actually has failed but could as easily indicate faults in the IP routing infrastructure in either the forward direction or reverse direction, badly configured firewalls, or a faulty local receiving interface or faulty local software sending malformed messages or failing to parse valid received replies. Endpoint unavailablity does not imply peer node failure.
Note:
Different paths to the same peer endpoint may experience different availability.  However, peer node failure does imply endpoint unavailablity. Endpoint unavailability implies path unavailablity.  Path unavailability for all paths from the local entity to the peer endpoint implies endpoint unavailablity from the local entity.
One of the criteria to be used to detect path unavailability is that essentially all  message transactions timeout.  A message and its reply forms a message transaction provided the message should get a matching reply.  Example, A GTPv1-U Echo Request should get a GTPv1-U Echo response that is matched to the request by a GTPv1-U sequence number. Example, A GTPv2-C request should get a GTPv2-C response that is matched by the GTPv2_C sequence number.  Such paired GTP transactions will timeout if no matching GTP response is received within time of (N3-Timer)*(T3-Timer) of the initial GTP request see 3GPP TS 29.274 [13] and 3GPP TS 29.281 [x1].  Example, PMIPv6 PBU message should get a PBA message that is matched by PMIPv6 sequence number. The PBU transaction should timeout at about 2* MAX_BINDACK_TIMEOUT (see IETF RFC 5213 [x2] assuming last retransmission occurs when it reaches MAX_BINDACK_TIMEOUT).
One mandatory assessment criteria for a path failure is that short transient faults do not trigger a "path failure". The duration allowed for a "substantial path outage" before triggering a path failure shall be an operator configured period of time denoted  max_acceptable_path_outage_duration.  This configured time period shall be at least as long as the maximum expected transaction lifetime of messages on the path.
Note: Transient faults can trigger alarms, load control, traffic rerouting but shall not result in recovery action.
If no messages are being sent to a peer endpoint due to normal traffic then a GTP echo request/ PMIPv6 heartbeat should be sent periodically to the peer to test the endpoint with frequency of at least  max_acceptable_path_outage_duration.
How the test for "substantial path outage" is performed is an implementation choice but shall meet the following minimal design requirements.
1)
If essentially all transactions timeout during "max_acceptable_path_outage_duration" then a path failure has occurred.
2)
If the majority of  transactions during "max_acceptable_path_outage_duration" get a reply at the application level then there is no path failure. 
3)
If a significant majority of the message packets sent along a path receive explict failure indications at the protocol or transport level then a path failure has occurred. 
Examples, ICMP packets indicating a destination IP address or port is unavailable,  GTP Version Not Supported Indication, , GTP Error Indication for GTPv1-U messages with invalid TEID. GTPv2-C responses containing Cause codes indicating IE parsing errors for mandatory IE.  However, application layer rejection of a service for a UE is not a criteria for a path failure.
4)
There must be an implementation specific period of time after failurewhere the path is considered unavailable unless proven otherwise by subsequent successful usage.
Recovery actions for path failure are taken in the next section.
X.3
Endpoint failure recovery common procedures for GTPv2-C, GTPv1-U and PMIPv6

The requirements here apply to the MME,PGW, SGW and S4-SGSN  for S11, S5/S8, S4 interfaces and the associated user planes for those interfaces. 

All path failures shall result in the O&M being informed of the path failure. 

At path failure, if the traffic can be directed without external signalling to an alternate available equivalent path the node may reroute the traffic transparently, otherwise the path failure shall be handled as below. 
Upon detection of the path failure the local entity shall mark all PDN connections employing that specific path as needing recovery.
In the absence of more advanced recovery procedures the following actions shall be performed.
The local entity, if physically possible, shall inform other EPC core network peers involved with each PDN connection to tear down those PDN connections.

So for example if a SGW detects that a path to the S11 MME GTP-C endpoint has failed the SGW clears all PDN connections locally associated with that MME endpoint and also sends a Delete Session Request for each PDN connection to the PGW indicated in the SGW's context table for each PDN connection (Binding Revocations for PMIPv6) it must also try to clear connections to the MME in the same way (if physically possible).. 

Editor's Note:  If partial fault handling is added to this document the paragraph immediately above should be updated to refer to partial fault handling procedures especially in regards to sending individual Delete Session Requests to the PGW. 

After clearing the PDN connections for such a failed path the path may be restored.  The peer may still consider the TEID or GRE keys as valid for the locally cleared connections.  As a result a large number of requests for invalid TEID or GRE keys may be received. Hence it may need to signal to the peer after path restoration that the local PDN connections were cleared as a result of path failure. If required this can be performed by sending individual Delete Session Requests to the peer for each PDN connection (Binding Revocations for PMIPv6). 

Editor's Note:  If partial fault handling is added to this document the paragraph immediately above should be updated to refer to partial fault handling procedures especially in regards to sending individual Delete Session Requests.
The MME or S4-SGSN may optionally try to establish new PDN connections with the same properties.  It may do so subject to the availability of adequate network resources. 
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