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1. Introduction
This updates several sections with problems in the topon/topoff topological closeness aspects. 

2. Reason for Change

The ordering based on topological closeness is a 3GPP specific feature.  It actually has impacts to all PGW and SGW node selection procedures. The text in the TS needed to be updated to fully reflect the topon/topoff usage including how it interacts with S-NAPTR.   Generally, when possible a reference is given to a new Annex covering the interaction. 

3. Conclusions

4. Proposal

It is proposed to agree to the following changes to 3GPP TS 29.303 v1.1.0   (from C4-083172)
Note to Editor: The Annex X referred to here is in related C4-083215. One subsection that has more extensive changes is covered in a different CR C4-083214
*******
* * * First Change * * * *

4.1.2
NAPTR

The NAPTR resource record is defined in IETF RFC 3403 [7] and is a powerful tool that allows DNS to be used to lookup services for a wide variety of resource names, which are not in domain name syntax. NAPTR would be used by a client program to rewrite a string into a domain name. The rewrite process is controlled by flags that provide information on how to communicate with the host at the domain name that was the result of the rewrite. If DNS returns multiple NAPTR resource records those can be prioritized using embedded order and preference values defined by the DNS administrator.
The S-NAPTR procedure i.e., the “Straightforward-NAPTR” procedure, is defined in IETF RFC 3958 [9] and describes a Dynamic Delegation Discovery System (DDDS) [10] application procedures on how to resolve a domain name, application service name, and application protocol dynamically to target server and port by using both NAPTR and SRV (see IETF RFC 2782 [8]) resource records. The S-NAPTR also simplifies the use of NAPTR by limiting the NAPTR flags only to “a” , “s”, and "". Furthermore, only NAPTR "replacement" expressions are allowed, not "regular expressions", during the rewrite process. The changes compared to IETF RFC 3403 [7] NAPTR usage are procedural and are limited only to the resolver. The S-NAPTR use of the NAPTR resource record is exactly the same as defined in IETF RFC 3403 [7] from the DNS server and DNS infrastructure point of view. Additional information on S-NAPTR usage is provided in Annex X.
* * * Next Change * * * *

4.3.2
Identification of node names

There are many use cases where it is desirable to select a collocated node in preference to a non-collocated node, or a topologically closer (with respect to the network topology) node in preference to a less topologically closer node. To easily do this action a "canonical" node name shall be employed so that the "canonical" node names from two or more sets of records can be compared to see if nodes are actually the same nodes, or topologically closer nodes.

In DNS neither A or AAAA record names, in general, represent a host name, but rather a set of "equivalent" interfaces. A node may need to have more than one host name for the simple reason that it can have different interfaces for different purposes. For example, a node can have a set of roaming interfaces on a completely different network than the internal network due to security needs. Hence, there are always situations where multiple A/AAAA record sets must exist that implies multiple distinct host names. Therefore, host names, in general, cannot be used as node names.

Instead of creating new DNS records to map a host name to a node name this specification defines how host names shall be constructed and used in S-NAPTR procedure within 3GPP EPC.

The host names shall have form:

<"topon" | "topoff"> . <single-label-interface-name> . <canonical-node-name>
Where the first label is "topon" or "topoff" to indicate whether or not collocated and topologically close node selection shall be preferred, "single-label-interface-name" is a single label used to name a specific interface on a node (e.g. Eth-0, S8, vip, board3), "canonical-node-name" is a the canonical name of a specific node. When comparing host name FQDNs to find out whether the nodes are actually the same, the first two labels of the host name FQDN shall be ignored.

The canonical names of nodes shall be hierarchically structured to allow an operator to reflect the topological closeness of two nodes by naming the nodes with canonical names sharing a common suffix domain name. The number of labels in the common suffix shall represent how close the operator considers them during node selection. The higher the number of labels in the common suffix is, the closer the nodes are. In other words, two topologically closest nodes are those with the longest matching suffix in their respective canonical names.

The following list contains examples of domain names where canonical node names are in bold::

topon.Eth-0.gw32.california.west.company.com
topon.S8.gw32.california.west.company.com 
topon.vip.sgw3.oregon.west.company.com
topon.board3.pgw1.cluster1.net27.operator.com
topon.S5.gw4.cluster1.net27.operator.com
topon.board3.pgw1.cluster2.net27.operator.com
In the examples above, "Eth-0.gw32.california.west.company.com" and "S8.gw32.california.west.company.com" are two different interfaces on the same node, "gw32.california.west.company.com". On the other hand, "gw4.cluster1.net27.operator.com" is topologically closer to "pgw1.cluster1.net27.operator.com" (they are both connected to the "cluster1.net27.operator.com" subnetwork) than to "pgw1.cluster2.net27.operator.com" (only connected to the wider "net.27.operator.com" subnetwork.) 

Interface names and node names do NOT identify a function in the procedures here. The interface is part of the natural hierarchy within a node and the host name is already returned with the existing DNS records. The approach here is believed to be simpler and more logical to maintain than additional DNS records.

The topologically aware naming restriction shall be placed only on all targets pointing to A/AAAA record sets from the S-NAPTR procedure. This restriction shall NOT apply to any other records the operator may be using.

A NAPTR with flag "a" will have a replacement target pointing to the A/AAAA record directly, thus the topologically aware naming restriction applies to the NAPTR record with a flag "a". For the flag "s" case the topologically aware naming restriction applies to the targets in the SRV record, and not the NAPTR record replacement target . For the empty flag "" case the topologically aware naming does not apply restriction. After successfully completing the S-NAPTR procedure the operator is free to add another layer of indirectionusing a CNAME record.
Topological matching with "topon" shall have higher importance in ordering which DNS records are used than the S-NAPTR ordering. Approximately, collocated sets of nodes have highest importance, then sets of nodes with the most labels in their common suffix, then second most number of labels and so on. Additional clarifications on how S-NAPTR is employed in the context of 3GPP EPC node usage and specifically how topological matching using the "topon" label interacts with S-NAPTR ordering is provided in Annex X.6.
* * * Next Change * * * *

4.3.3.2
Procedure

These procedures are employed when any core network node has the (FQDN) of a entity and needs to find one or more services at that entity. 

NOTE:
There are three likely sources of the entity name. O&M provisioned, 3GPP specified based on some other identifier (such as GUTI, TAC, IMSI, MISDN etc.), or the canonical node name obtained from the S‑NAPTR.  Note that a node can have more than one name but there should be only one canonical name. (CNAME records can be used to create aliases for the canonical name) 

The S-NAPTR procedure requires that DNS NAPTR records shall be consistently provisioned as described in IETF RFC 3958 [9]. This means a NAPTR record for each protocol using "a" flag and the service field populated with the service and proto value may be provisioned. If a more sophisticated load balancing or non standard ports are desired, NAPTR with "s" flag for each protocol and the corresponding SRV records with relative weighting for each interface need to be provisioned.  NAPTR records with empty "" flag records may also be used.
A DNS resolver that intends to use the S-NAPTR procedure shall use the FQDN of the eentity as the Application-Unique String. If all protocols are desired, then the DNS resolver simply runs the S-NAPTR procedure as if all protocols match.  
The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses. This list can be obtained one host name at a time, in a procedure similar to Annex X.4, or a complete ordered list of all nodes, in a procedure similar to Annex X.5. Such a complete list obtained from an S-NAPTR procedure is referred here as a candidate list.. 
4.3.3.3
Services of a PGW from PGW node name

An UE with both a 3GPP access capability and non-3GPP access capability can roam in and out of the 3GPP network while maintaining the same PDN connection. 

To support roaming the HSS (or AAA) server can have a FQDN of a particular PGW node. One reason for using a FQDN instead of an IP address is that a PGW can be multihomed (i.e. more than one IP address). A possible use case is when the PGW interface needs to be changed between PMIP ( GTP. Even if each interface type only uses one IP address, the different interfaces can still use different IP addresses. For example, roaming and non-roaming interfaces are likely to be separated from each other using firewalls or other mechanisms. 

To resolve the allowed PMIPv6 interfaces the S-NAPTR procedure shall be used with the "Service Parameters" of 

"x-3gpp-pgw:x-s5-pmip" ,  "x-3gpp-pgw:x-s8-pmip" etc.  

as defined in subclause 19.4.3 of 3GPP TS 23.003 [4], and the Application-Unique String set to the FQDN of the node. For example, an operator might provision a PGW name at:

gw1.pgw.nodes.epc.mnc<MNC>.mcc<MCC>.3gppnetwork.org

Similarly for the GTP interfaces the S-NAPTR procedure shall use "Service Parameters" of 

"x-3gpp-pgw:x-s5-gtp" ,  "x-3gpp-pgw:x-s8-gtp" etc.  

as defined in subclause 19.4.3 of 3GPP TS 23.003 [4], and the Application-Unique String set to the FQDN of the specific PGW node. It is also possible to leave “Service Parameters” unspecified in the S-NAPTR procedure in order to identify all interfaces for all supported protocols. 
The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses.  This is a "candidate" list of services and interfaces of that PGW  (see Annex X.4 for a more detailed description of a candidate list). 


* * * Next Change * * * *

5.1.1.2
Discovering a PGW for a 3GPP Access - S8/Gp roaming case
Assuming the SGW is in the visiting network and the APN to be selected is in the home network then the S-NAPTR procedure shall use "Service Parameters" of

"x-3gpp-pgw:x-s8-gtp", "x-3gpp-pgw:x-s8-pmip", "x-3gpp-ggsn:x-gp"
as defined in subclause 19.4.3 of 3GPP TS 23.003 [4], and set the Application-Unique String to the APN FQDN as defined in subclause 19.4.2.2 of 3GPP TS 23.003 [4].

The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses.  This is a "candidate" list of PGW for that APN  (see Annex X.4 for a more detailed description of a candidate list). 

The above procedure shall be used by the MME to select the PGW.

NOTE:
The GGSN records would be used if there was no PGW for that APN.

The PGW and SGW cannot be collocated in this case since the SGW and PGW are in different operator networks. Furthermore, topological matching by DNS host names shall not be done since the host names are under different operators control. 
The DNS procedure is actually easier than the non-roaming case since the host name of the SGW interface used does not influence the PGW selection.

In the above procedure after the PGW has been contacted the selected PGW node name, selected IP address, port (if non standard) and selected protocol type (GTP vs. PMIP) shall be stored in the MME on a PDN basis.


Note:
In this release of 3GPP only standard ports are used.

3GPP TS 23.401 [11] currently indicates only one of PMIP or GTP will be used based on roaming agreements so the above query would actually not require both gtp and pmip. The operator could use the order field in the NAPTR records to accomplish an optional fallback to the other protocol type.

5.1.1.3
Discovering a PGW for a 3GPP Access - S5/Gn intra-operator existing PDN
Assuming the SGW is already selected and fixed by having an existing PDN connection and a UE attempts to create a new PDN connection for a different APN in the users home network, then the MME shall perform the following procedure:

The S-NAPTR procedure shall use "Service Parameters" of

"x-3gpp-pgw:x-s5-gtp", "x-3gpp-pgw:x-s5-pmip", "x-3gpp-ggsn:x-gn"
as defined in subclause 19.4.3 of 3GPP TS 23.003 [4], and set the Application-Unique String to the APN FQDN as defined in subclause 19.4.2.2 of 3GPP TS 23.003 [4].

The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses.  This is a "candidate" list of PGW for that APN  (see Annex X.4 for a more detailed description of a candidate list). 
If the existing SGW hostname has "topoff" then the "candidate" list of PGW would be used in the order given to try to contact a PGW.  
If the existing SGW hostname has "topon" the two candidate lists shall be used in the the procedure in Annex X.6 with the PGW as "A" and the SGW  as "B". Annex X.6 results in a list of PGW to try in order.
Once a PGW is successfully contacted the selected PGW host name, PGW IP address used,  port (if non-standard) and selected protocol type (GTP vs PMIP) shall be stored in the MME on a PDN basis.
Note:
In this release of 3GPP only standard ports are used.




NOTE:
The GGSN records would be used if there was no PGW for that APN.
* * * Next Change * * * *

5.2.3
SGW Selection during TAU with SGW change - non-roaming case 

This differs from the 3GPP roaming case in 5.2.2 primarily in that the PGW and the SGW are in the same network. Hence, there is a need to be able of selecting a SGW collocated with the PGW or a topologically close SGW. The current PGW's node name should previously have been stored in the MME when the default bearer was established and is therefore available for comparison.

For the non-roaming case the S-NAPTR procedure shall be initiated with "Service Parameters" of 

"x-3gpp-sgw:x-s5-gtp" and/or  "x-3gpp-sgw:x-s5-pmip"

as defined in subclause 19.4.3 of 3GPP TS 23.003 [4], and set the Application-Unique String to the TAI FQDN as defined in subclause 19.4.2.3 of 3GPP TS 23.003 [4].
The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses.  This is a "candidate" list of SGW for that TAI  (see Annex X.4 for a more detailed description of a candidate list). 

If the existing PGW hostname has "topoff" then the "candidate" list of SGW would be used in the order given to try to contact a SGW.  

If the existing SGW hostname has "topon" the two candidate lists shall be used in the the procedure in Annex X.6 with the SGW as "A" and the PGW  as "B". Annex X.6 results in a list of SGW to try in order.

Once an SGW is successfully contacted the selected SGW host name, SGW IP address used,  port (if non-standard) and selected protocol type (GTP vs PMIP) shall be stored in the MME on a PDN basis.
Note:
In this release of 3GPP only standard ports are used.

* * * Next Change * * * *

5.4 
Procedures for Discovering and Selecting an MME
These procedures can be used as part of the 'Inter eNodeB handover with MME relocation' procedure to select an MME.  

The MME is selected based on the target cell where the UE has just moved into. The MME has the new target eNodeB cell ID (eCID) available which includes the TAI. The TAI includes the TAC, the MNC and the MCC.  

Editors Note: S1-MME message format is not finalized, and it might not include the cell ID in its final form but only the eNodeB identifier of the TAC. In that case the eNodeB ID would replace the TAC ID below. 

The S-NAPTR procedure for finding a cansdidate set of MME nodes is always started at the TAI FQDN as defined in subclause 19.4.2.3 of 3GPP TS 23.003 [4].
The S-NAPTR procedure for finding a candidate set of MME nodes is started with "Service Parameters" of 

"x-3gpp-mme:x-s10" 

as defined in subclause 19.4.3 of 3GPP TS 23.003 [4].
The S-NAPTR procedure logically outputs a list of host names each with with a service, protocol, port and a list of IPv4 and IPv6 addresses.  This is a "candidate" list of MME for that TAI  (see Annex X.4 for a more detailed description of a candidate list). 
Topological closeness shall not be used for the MME selection so the MME candidate list would be used in the order given to try to contact a MME.

Note:  If an operator does not use the "a" and "s" flags in the TAI NAPTR records (i.e. they use the "" flag) it is strongly recommended that the TAI NAPTR records point directly to NAPTR records at mmegi<MMEGI>.mme.epc.mnc<mnc>. mcc<mcc>.3gppnetwork.org  (i.e. an MME pool )
* * * Next Change * * * *

