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Introduction

Partial failure handling has been discussed in CT4 for the past couple of meetings and during the last meeting we had two possible solutions on table:
· Using Session-Identifiers that refer to information associated with failed resources (hardware or software)
· Usage of range of TEIDs i.e. failed TEIDs representing PDN sessions that cannot be recovered immediately are exchanged
Discussion
· Session-Identifier/ Range of TEID functionality: This functionality depends on the ability of conveying a set of session IDs or the failed TEID's.These identifiers are relayed to each node that receives a specific message. For example in case of Create Default Bearer Request/Response, these identifiers are sent to MME, SGW and PGW. For a PDN connection, this creates a fully linked mesh of PDN connection records with logical links between nodes and within each node it also gives which session-IDs are tied to which PDN connection records. It seems strange for PGW to store identifiers related to MME only for this partial failure handling. Furthermore, any (administrative) changes to these identifiers shall generate traffic for updating this information at each node which may be undesirable. 
· Optional nature of solution: The support of partial node failure behaviour/mechanism is optional. If session identifiers or the range of TEIDs are not generated at a node (maybe MME, SGW/PGW) this mechanism shall not work.  It was argued that although the node does not support the partial node failure behaviour, it may choose to keep track of the session-ID or range of TEIDs. However without supporting the messages to transfer these identifiers, this mechanism shall not yield any benefits. In case of major component failure, where even redundancy features (hardware and software) fail, it is more optimal to employ full clean up by incrementing the "node restart counter". 
· Threshold for declaring Partial v/s Full Node failure: It is impossible to standardize a threshold at which a node activates partial node procedures rather than full node failure procedures due to the different types of implementations. There are some corner cases where perfectly healthy PDN sessions may be terminated unnecessarily (if the full node failure procedure is activated). However given the "cascading effect" that may be expected due to failure of one major component (hardware or software and redundancy), a full node failure is likely to occur in the near future and healthy PDN sessions shall be terminated inevitably.
· Run-time resources consumed: Once this "PDN connection table" is built up within each of the nodes, the exact identification of a particular session-ID or a range of TEID shall consume additional resources within the node.  This would mean that depending on the implementation, the lookup time may vary with impacts on processing to trace the match. Again if there is a distributed environment (several boards/ processors) this will make it progressively worse. Although efficient ways of sorting within databases is certainly possible, this is an additional requirement placed by the solution. 
· Memory resources consumed: The number of session identifiers/range of TEIDs that get stored will directly impact the memory capacity of the node. The success of these partial node failure solutions depends on how comprehensive the database which may place disproportionate burden on implementations with limited memory capacity. 
Based on the analysis provided above, we would recommend that although in certain cases healthy PDN sessions may be torn down unnecessarily, the additional requirements to accommodate this minor optimization should be avoided. 
If an implementation is able to provide the operator with high level redundancy (software and hardware) for control and data planes, partial node failure may not occur. Implementations that do not support such features may support partial node failure behaviour but in situations where a network deploys both implementations, interoperability issues may occur.
Conclusion

This feature may not be required for certain implementations. If partial node failure handling needs to be introduced within standards it must be purely optional (despite arguments made above) as this cannot be made mandatory. 
