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* * * First Change * * * *

1.1
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary of 3GPP Specifications ".

[2]
3GPP TS 23.018: "Basic Call Handling - Technical realisation".

[3]
3GPP TS 23.022: "Functions related to Mobile Station (MS) in idle mode".

[4]
3GPP TS 23.040: "Technical realisation of SMS Point to Point".

[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS) Service description; Stage 2".

[6]
3GPP TS 29.002: "Mobile Application Part (MAP) specification".

[7]
3GPP TS 29.018:"Serving GPRS Support Node (SGSN) - Visitors Location Register (VLR); Gs interface layer 3 specification".

[8]
3GPP TS 29.060: "GPRS Tunneling Protocol (GTP) across the Gn and Gp Interface".

[9]
3GPP TS  43. 005: "Digital cellular telecommunication system: Technical performance objectives".

[10]
3GPP TS 23.071: "Digital cellular telecommunications system; Location Services (LCS); Functional Description; Stage 2".

[11]
Void

[12]
3GPP TS 23.246: "Multimedia Broadcast/Multicast Service (MBMS) Architecture and Functional Description"
[x1]
3GPP TS 29.274: “Evolved GPRS Tunnelling Protocol for EPS (GTPv2)”

[x2]
IETF draft-koodli-netlmm-path-and-session-management-00.txt: “Path and Session Management in Proxy Mobile IPv6”
[x3]
IETF draft-devarapalli-netlmm-pmipv6-heartbeat-03.txt: “Heartbeat Mechanism for Proxy Mobile IPv6”

1.2
Abbreviations

For the purposes of the present document, the abbreviations listed in 3GPP TR 21. 905 [1] apply.
1.X
Definitions

Full Node Failure: A failure which an entire node undergoes such that no data for stable connections is immediately recoverable and all volatile data associated with the stable connections on the node is lost.
Node Failure: A Full Node Failure or a Partial Node Fault.
Node Restart: A node that has restarted and lost all volatile data. Typically due to a full node failure but may be a result of an administrative action. 
Node Restart Counter: An integer stored in non-volatile storage in a node that is incremented at each node restart. 
Partial Node Fault: A failure in which a major component of a node fails but in such a way that a substantial number of the stable connections are not impacted while at the same time a substantial number of connections are not immediately recoverable. 

Session Set Identifier: An opaque identifier assigned by a node to identify a major hardware component, software component or communication link that a vendor considers likely to fail and cause a partial node fault. 
Fully Qualified Session Set Identifier: The three tuple of a Node Identifier, Node Restart Counter and Session Set Identifier
* * * Next Change * * * *

2
Design objectives

To avoid loss of all the data stored in a location register when part of the equipment of the location register fails, a regime must be implemented to secure the data. This regime can include replication of volatile storage units and periodic back-up of data to non-volatile storage. If the data security regime ensures the integrity of the data in spite of failure of part of the location register equipment then there will be no impact on service. This Technical Specification describes the procedures to be used when the integrity of data in the location register cannot be ensured; that situation is referred to below as "failure".

The VLR and SGSN shall erase all IMSI records affected by the failure when it restarts after a failure. The GGSN shall erase all non-static PDP records affected by the failure and restore static PDP records when it restarts after a failure.

For the HLR, periodic back-up of data to non-volatile storage is mandatory.

The reliability objectives of location registration are listed in 3GPP TS 43.005 [9].
The MME, S-GW and P-GW must similarly have a regime to secure the PDN connection and bearer data at failures. When an MME, SGW or PGW has a full node restart or fails all PDN connections and bearer records associated with the failing node shall be erased and any internal resources released.

For the MME, S-GW and P-GW node there is a recovery mechanism in GTPv2 and PMIPv6 for a partial node fault. For a partial node fault with a pre-existing Session Set Identifier all PDN connections and bearer records associated with that Session Set Identifier shall be erased and any internal resources released.
* * * Next Change * * * *

14
Restoration of data in the MME

14.1
Restart of the MME

14.1.1
Restoration Procedures

After an MME restart, the MME shall delete all MM Bearer contexts affected by the restart. MME storage of data is volatile except as specified in this subclause. The MME maintains in volatile memory a SGW Restart counter for each SGW with which the MME is in contact, and in non-volatile memory an MME Restart counter that relate to each SGW with which the MME is in contact. The MME Restart counter shall be incremented and all the SGW Restart counters marked invalid immediately after the MME has restarted.  The MME restart counter may be common to all SGWs or there may be a separate counter for each SGW. 

Editor’s note: It is FFS if a restart counter will be used in this way in GTPv2.

Editor’s note: It is FFS if an MME restart counter may be common to all SGWs.

The SGW performs a polling function (echo request and echo response) towards the MMEs with which the SGW is in contact. The MME Restart counter shall be included in the echo response. If the value received in the SGW differs from the one stored for that MME, the SGW shall consider that the MME has restarted (see 3GPP TS 29.ccc). The SGW Restart counters shall be updated in the MME to the value received in the first echo message coming from each SGW after the MME has restarted.

Editor’s note: It is FFS if a restart counter will be used in this way in GTPv2.

Editor’s note: MBMS over EPC is FFS.

14.1.2
Mobile originated Tracking Area Updating or E-UTRAN Attach

For attach, where the UE is unknown in the MME (i.e. the MME has no MM context for the UE) the MME shall create an MM context for the UE and shall set the indicators "Location Information Confirmed in HSS" and "Subscriber Data Confirmed by HSS" to "Not Confirmed". If authentication is required, the MME shall retrieve the authentication data. The MME then performs an "Update Location" to the HSS. If this is successful, the MME shall set the indicators "Location Information Confirmed in HSS" and "Subscriber Data Confirmed by HSS" to "Confirmed". 

For tracking area update, where the UE is unknown in the MME (i.e. the MME has no MM context for the UE) or for inter-MME tracking area update, where the UE is unkown in the old MME, the MME shall reject the TA update with an appropriate cause. In order to remain attached, the UE shall then perform a new attach and should (re‑)activate its EPS Bearer contexts. 

If the MME has an MM context for the UE, and the indicator "Location Information Confirmed in HSS" or "Subscriber Data Confirmed by HSS" is set to "Not Confirmed" the MME shall perform an "Update Location" to the HSS. If this is successful, the MME shall set the indicators "Location Information Confirmed in HSS" and "Subscriber Data Confirmed by HSS" to "Confirmed".

If the MME has an MM context for the UE with the indicator "Subscriber Data Confirmed by HSS" marked "Confirmed" the originated transmission shall be handled in the normal way.

The MME retrieves subscriber data from the HSS by sending an "Update Location" request, which triggers an "Update Location" answer which contains the subscriber data.

14.x
MME Partial Node Fault

14.x.1
MME Partial Node Fault Procedures at Bearer Setup and Bearer Update
The MME may assign Session Set Identifiers to the major components in the MME that are most likely to result in a partial node failure, the assignment is implementation specific and each value is opaque to all peer nodes. The MME is responsible for monitoring its own components for any partial node failure.
NOTE:
An MME implementation can choose not to create any Session Set Identifiers for itself but will then not be able to report any of its own partial node failures to the SGW. 

When the MME receives a GTPv2 request or response from an SGW for a PDN default bearer establishment, a PDN bearer establishment or a PDN bearer update the received message shall be inspected for any fully qualified Session Set Identifiers.
Note: 
Normally the peer SGW will include Session Set Identifiers for itself and Session Set Identifiers from the PGW since both nodes are needed for a PDN connection. 
For each fully qualified Session Set Identifier in the GTPv2 message the MME shall do the following actions. 
a)
The received restart counter value shall be handled in the standard way and compared against the previously stored restart counter for that peer. This can result in an MME node detecting that the peer SGW or PGW has done a full restart recently or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart. 

b)
The MME shall store the received Session Set ID and node ID as a pair in the PDN Connection part of the MME MM and EPS bearer Contexts information storage structure.

Editor’s note: The maximum number of Session Set Identifiers stored per PDN connection can be limited by an implementation. The smallest allowed number for such a maximum is for FFS. The MME shall apply that maximum separately for the SGW Session Set IDs and PGW Session Set IDs.
During PDN default bearer establishment or bearer update the MME shall include its own current Session Set Identifiers that directly impact that particular PDN connection in all PDN specific related request or response messages sent to the SGW for that PDN connection. Generally Session Set IDs shall be kept current and consistent for stable connections and shall not change without notice to a peer.
14.x.2
MME Partial Node Fault Procedures at MME partial node fault

When an MME detects a fault in one of its own major component(s) that results in a partial node failure impacting current PDN connections it shall execute the following procedure.
If the component that failed does not have a Session Set Identifier the MME shall treat this as an MME full node restart hence the MME should send a “GTPv2 Tear Down Session Set IDs Request” with an empty Session Set Identifier List section to the SGWs to indicate node failure and the rest of this subsection therefore does not apply.
The MME shall send a “GTPv2 Tear Down Session Set IDs Request” with the Session Set Identifier(s) corresponding to the failed component(s) as well as the current MME restart counter value to the SGW.
The MME shall erase all MME PDN connection table entries corresponding to the failing Session Set Identifiers(s) and shall free any local MME resources associated with them independently of the SGW and PGW.
Other implementation specific actions may be done to free resources in radio nodes (e.g. S1-MME release messages to eNodeB).
 14.x.3
MME Partial Node Fault Procedures at a peer’s partial node fault

When an MME receives a “GTPv2 Tear Down Session Set Request” from an SGW the message will have fully qualified Session Set Identifiers. Note that while the MME receives them from the SGW the fully qualified Session Set Identifiers can be originally from the PGW since the PGW can experience a partial node fault.
For each fully qualified Session Set Identifier in the message the MME shall execute the following actions.
a)
The received restart counter value should be handled in the standard way and compared against the previously stored restart counter for that peer. This may result in an MME node detecting that the peer SGW or PGW has done a full restart recently requiring node restart procedure handling or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart of the peer.

b)
The MME shall find all records in the MME PDN connection table that match the received pair of node identifier and Session Set Identifier. The default behavior for each such match shall be that each record in the PDN table is erased and the MME frees any local MME resources associated with that PDN connection independently of the SGW or PGW handling. Other implementation specific actions may be done to free associated resources in other network nodes (e.g. S1-MME release messages to the eNodeB). 

NOTE:
The MME has the theoretical ability to move the impacted PDN connections to a different SGW or different PGW since the MME has the required state data stored and has the role of reselecting PGW and SGW. Therefore, the MME, subject to network and node capacity, may optionally do a more advanced implementation specific recovery on the matching PDN connections than that indicated in the previous paragraph.
* * * Next Change * * * *

Y
Restoration of data in the PGW

y.1
Restart of the PGW

Editor’s note: To be written.
y.2
PGW Partial Node Fault
Editor’s Note: The PGW and SGW can communicate over GTPv2 or PMIPv6. There is a proposed IETF draft for PMIPv6 draft-koodli-netlmm-path-and-session-management-00.txt [x2] that adds a mobility option to carry the Session Set ID that largely aligns with the GTPv2 message [x1] there is also a PMIPv6 heartbeat draft [x3] these drafts are likely to be combined at a later date. At this time for internal consitency the terms used here are based on IETF draft-koodli-netlmm-path-and-session-management-00.txt [x2]. Alternatively, a 3GPP Vendor Mobility Option can be used, which could be made very similar to the corresponding GTPv2 IE.
y.2.1
PGW Partial Node Fault Procedures at Bearer Setup and Bearer Update
The PGW may assign Session Set Identifiers to the major components in the PGW that are most likely to result in a partial node failure, the assignment is implementation specific and each value is opaque to all peer nodes. The PGW is responsible for monitoring its own components for any partial node failure.

NOTE:
A PGW implementation can choose not to create any Session Set Identifiers for itself but will then not be able to report any of its own partial node failures to the SGW.

When the PGW receives a GTPv2 request or response (or a Proxy Binding Update for PMIPv6 based S5/S8) from an SGW for a PDN default bearer establishment, a PDN bearer establishment or a PDN bearer update, the received message shall be inspected for any fully qualified Session Set Identifiers.

NOTE: 
Normally the peer SGW will include Session Set Identifiers for itself and Session Set Identifiers from the MME since both nodes are needed for a PDN connection.
Editor’s Note: Currently the proposed IETF draft on Session Set Identifiers [x2] does not support node identifiers for the Session Set Identifiers in PMIPv6 so the SGW can only send its own Session Set Identifiers in PMIPv6 and not the MME’s.
For each fully qualified Session Set Identifier in the GTPv2 message (or a Proxy Binding Update for PMIPv6 based S5/S8) the PGW shall do the following actions.
a)
The received restart counter value shall be handled in the standard way and compared against the previously stored restart counter for that peer. This can result in an PGW node detecting that the peer SGW or MME has done a full restart recently or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart.

b)
The MME shall store the received Session Set ID and node ID as a pair in the PDN Connection part of the EPS bearer contexts information storage structure (Binding Cache Entry for PMIPv6 based S5/S8).

Editor’s note: The maximum number of Session Set Identifiers stored per PDN connection can be limited by an implementation. The smallest allowed number for such a maximum is for FFS. The MME shall apply that maximum separately for the SGW Session Set IDs and PGW Session Set IDs. It is for FFS if the limit will be different for PMIPv6 and GTPv2.
During PDN default bearer establishment or bearer update the PGW shall include its own current Session Set Identifiers that directly impact that particular PDN connection in all PDN specific related request or response messages sent to the SGW for that PDN connection (Proxy Binding Accept for PMIPv6 based S5/S8). Generally Session Set IDs shall be kept current and consistent for stable connections and shall not change without notice to a peer.

y.2.2
PGW Partial Node Fault Procedures at PGW partial node fault. 

When a PGW detects a fault in one of its own major component(s) that results in a partial node failure impacting current PDN connections it shall execute the following procedure.

If the component that failed does not have a Session Set Identifier the PGW shall treat this as a PGW full node restart, hence the PGW should send a “GTPv2 Tear Down Session Set IDs Request” with an empty Session Set Identifer List section to the SGWs to indicate node failure and the rest of this subsection therefore does not apply .
The PGW shall send a “GTPv2 Tear Down Session Set IDs Request” (for PMIPv6 based S5/S8 a PMIPv6 U-NERP message is used instead - see IETF draft [x2]) with the fully qualified Session Set Identifier(s) of the component(s) that failed including the current PGW node restart counter value to the SGW.
The PGW shall erase all PGW PDN connection table entries (BCE entries for PMIPv6) corresponding to the failing Session Set Identifiers(s) and shall free any local PGW resources associated with them independently of the SGW and MME.

Other implementation specific actions may be executed to free other network resources (e.g. PCC diameter messages).
y.2.3
PGW Partial Node Fault Procedures at a peer’s partial node fault. 

When an PGW receives a “GTPv2 Tear Down Session Set Request” (or U-NERP message for PMIPv6 based S5/S8) from an SGW the message will have fully qualified Session Set Identifiers. Note that while the PGW receives this from the SGW the fully qualified Session Set Identifiers can be for the MME since the MME can experience a partial node fault.

For each fully qualified Session Set Identifier in the message the PGW shall execute the following actions.

a)
The received restart counter value shall be handled in the standard way and compared against the previously stored restart counter for that peer. This may result in an PGW node detecting that the peer SGW or MME has done a full restart recently requiring node restart procedure handling or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart of the peer.

b)
The PGW shall find all records in the PDN Connection part of the EPS bearer contexts information storage structure (Binding Cache Entry Table for PMIPv6 based S5/S8) that match the received pair of node identifier and Session Set Identifier. The default behavior for each such match shall be that each record in the PDN table is erased and the PGW frees any local PGW resources associated with that PDN connection independently of the SGW or MME handling. Other implementation specific actions may be done to free associated network resources (e.g. PCC diameter messages).

* * * Next Change * * * *

Z
Restoration of data in the SGW

z.1
Restart of the SGW

Editor’s note: To be written.
z.2
SGW Partial Node Fault

Editor’s Note: The PGW and SGW can communicate over GTPv2 or PMIPv6. There is a proposed IETF draft for PMIPv6 [x2] that adds a mobility option to carry the Session Set ID that largely aligns with the GTPv2 message [x1]. Alternatively, a 3GPP Vendor Mobility Option can be used, which could be made very similar to the corresponding GTPv2 IE.
z.2.1
SGW Partial Node Fault Procedures at Bearer Setup and Bearer Update
The SGW may assign Session Set Identifiers to the major components in the SGW that are most likely to result in a partial node failure, the assignment is implementation specific and each value is opaque to all peer nodes. The SGW is responsible for monitoring its own components for any partial node failure.

Note:
A SGW implementation can choose not to create any Session Set Identifiers for itself but will then not be able to report any of its own partial node failures to the MME or PGW.

When the SGW receives a GTPv2 request or response (or a Proxy Binding Update for PMIPv6 based S5/S8) from an PGW or MME for a PDN default bearer establishment, a PDN bearer establishment or a PDN bearer update (Proxy Binding Accept for PMIPv6 based S5/S8) the received message shall be inspected for any fully qualified Session Set Identifiers.

For each fully qualified Session Set Identifier in the GTPv2 message (or a Proxy Binding Accept for PMIPv6 based S5/S8) the SGW shall execute the following actions.
a)
The received restart counter value shall be handled in the standard way and compared against the previously stored restart counter for that peer. This can result in an SGW node detecting that the peer PGW or MME has done a full restart recently or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart.

b)
The SGW shall store the received Session Set ID and node ID as a pair in the PDN Connection part of the EPS bearer contexts information storage structure (Binding Update List table for PMIPv6 based S5/S8).

Editor’s note: The maximum number of Session Set Identifiers stored per PDN connection can be limited by an implementation. The smallest allowed number for such a maximum is for FFS. The SGW shall apply that maximum separately for the PGW Session Set IDs and MME Session Set IDs. It is for FFS if the limit will be different for PMIPv6 and GTPv2.

During PDN default bearer establishment or bearer update the SGW shall include its own current Session Set Identifiers that directly impact that particular PDN connection in all PDN specific related request or response messages sent to the SGW for that PDN connection (Proxy Binding Accept for PMIPv6 based S5/S8). Generally Session Set IDs shall be kept current and consistent for stable connections and shall not change without notice to a peer.

Since the SGW receives messages directly from the MME and PGW some clarification is provided below.

For a GTPv2 message received from the MME the SGW must include the fully qualified Session Set Identifiers from the MME as well as its own Session Set IDs to the PGW for GTPv2 based S5/S8 (i.e. when create default bearer request is received from MME the Session Set IDs for the MME are included as well as the SGW’s own Session Set IDs in the create default bearer request sent to the PGW from the SGW). The MME Session Set IDs are not included in the Proxy Binding Update to the PGW in the PMIPv6 case but the SGW’s own Session Set IDs are included in the Proxy Binding Update.

Editor’s Note: If there are changes with the IETF PMIPv6 draft [x2] on Session Set ID to allow the node ID as part of the identifier the PBU should include the MME Session Set ID.

For a GTPv2 message (for PMIPv6 based S5/S8 a Proxy Binding Accept) received from the PGW the SGW must include the fully qualified Session Set Identifiers from the PGW as well as its own Session Set IDs in the related message to the MME.
The SGW acts a relay/proxy between the PGW and MME in regards to Session Set IDs to the extent possible.
z.2.2
SGW Partial Node Fault Procedures at SGW partial node fault
When a SGW detects a fault in one of its own major component(s) that results in a partial node failure impacting current PDN connections it shall execute the following procedure.

If the component that failed does not have a Session Set Identifier the SGW shall treat this as an SGW full node restart hence the SGW should send a “GTPv2 Tear Down Session Set IDs Request”  with an empty Session Set Identifer List section to the PGWs and MMEs to indicate node failure and the rest of this subsection therefore does not apply.

The SGW shall send a “GTPv2 Tear Down Session Set IDs Request” (for PMIPv6 based S5/S8 a PMIPv6 U-NERP message is used instead - see IETF draft [x2]) with the fully qualified Session Set Identifier(s) of the component(s) that failed including the current SGW node restart counter value to the PGW and the MME.
The SGW shall erase all SGW PDN connection table entries (Binding Update List entries for PMIPv6 based S5/S8) corresponding to the failing Session Set Identifiers(s) and shall free any local PGW resources associated with them independently of the PGW and MME.

Other implementation specific actions may be done to free other network resources (e.g. PCC diameter messages).
z.2.3
SGW Partial Node Fault Procedures at a peer’s partial node fault
When an SGW receives a “GTPv2 Tear Down Session Set Request” (or U-NERP message for PMIPv6 based S5/S8) from an MME or PGW the message will have fully qualified Session Set Identifiers.

For each fully qualified Session Set Identifier in the message the SGW shall execute the following actions.

a)
The received restart counter value shall be handled in the standard way and compared against the previously stored restart counter for that peer. This may result in an SGW node detecting that the peer PGW or MME has done a full restart recently requiring node restart procedure handling or the message is stale. The rest of this subsection assumes the received restart counter from the peer is current and does not indicate a recent restart of the peer.

b)
The SGW shall find all records in the PDN Connection part of the EPS bearer contexts information storage structure (Binding Update List Table for PMIPv6 based S5/S8) that match the received pair of node identifier and Session Set Identifier. The default behavior for each such match shall be that each record in the PDN table is erased (Binding Update List Table for PMIPv6) and the SGW frees any local SGW resources associated with that PDN connection independently of the PGW or MME handling. Other implementation specific actions may be done to free associated network resources (e.g. PCC diameter messages).
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