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1. Introduction
Per discussion on the reliable delivery of signaling message in Jeju meeting, this tries to further describe the coordination of peer entities on how to set the retransmission timer of GTP messages for reliable delivery of signaling message.
2. Reason for Change

As discussed in section 9.1.3.13 of TR29.803, the retransmission timer handling for GTPv2 signaling messages is more complicated than that of GTPv1. The recursive GTP messages in EPC network would require a better coordinated retransmission mechanism than legacy system. Previously in GTPv1, each GTP process node of pre-R8 system can have its own retransmission timer independently. While considering the possibility of connection loss and network failure, a standard timer handling mechanism is required in R8 system to aid failure detection as well as avoid service interruption. 

The problem we are facing is that for recursive GTP message, the total waiting time of the inner loop retransmission timer is set independently from that of the outer loop. To aid the sending entity of the initiate GTP message locate the error, it is required that the total waiting time of an outer loop response shall be longer than that of the inner loop response. 

To achieve this, the possible solutions are listed as follows:

1) Standardize the retransmission timer of all GTPv2 messages by dividing the GTP messages to different groups and select different retransmission timer for each group.  

This is a variant of the method mentioned in TR29.803. The messages can be grouped depending on which interface, procedure and/or direction it belongs to.

An extreme case of this is to make each message of a certain interface, procedure and direction a separate timer and define how the timers shall be set. 

2) A node can send its timer related information together with the message to the receiving end. The receiving end makes decision based on the timer received. 

This way each node can still have independent timers for those messages without dependency. For the messages contains timer related information in the header, the corresponding inner loop timer shall be set shorter than the outer loop message timer. The timer can also be send on a per node basis and/or per UE session basis. It is not even necessary to set a single retransmission time of the outer loop message longer than the total waiting time of the inner loop in most cases.

The "timer related information" shall include enough elements for the receiving entity to make its timer setting decisions. The receiving entity of the message with timer related information may need to take into consideration of the delay introduced by the outer message transmission. 

As we can see that the above 2 methods can also work together. It is possible to have a default timer value for certain messages and in case of an exceptional long timer is required, the timer value is sent to the receiving entity. Moreover, each GTP entities can still retain the flexibility of using their independent timers as long as there are no recursive GTP messages to be sent. 
It also has the implication that the dependency between timers of the different protocols in a same procedure is able to be coordinated by the node sending and/or receiving the GTP timer. For example, if the waiting time received is closing but the message of RAN side or PMIP based S5/S8 interface still not received, appropriate GTP response message can be send back. 
3. Conclusions
It is hereafter proposes to discuss this issue and have a suitable solution agreed. 

What's more, it is proposed to add the principle discussed above to TS29.274. That is, the total waiting time of an outer loop response shall be longer than that of the inner loop response. 

4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.274 v1.1.0.

* * * First Change * * * *

7.5
Reliable Delivery of Signaling Messages

Each path maintains a queue with signaling messages to be sent to the peer. The message at the front of the queue, if it is a request for which a response has been defined, shall be sent with a Sequence Number, and shall be held in a path list until a response is received. Each path has its own list. The Sequence Number shall be unique for each outstanding request message sourced from the same IP/UDP endpoint. A node running GTP may have several outstanding requests while waiting for responses. A single request shall be answered with a single response, regardless whether it is per UE, per APN, or per bearer. A single message shall only have one sequence number.

A timer shall be started when a signaling request message (for which a response has been defined) is sent. A signaling message request or response has probably been lost if a response has not been received before the timer expires. 

Editor's Note: it is FFS how many response timers are needed and how the timers shall be handled.

Once a timer expires, the request is then retransmitted if the total number of request attempts is less than N3‑REQUESTS times. The timer shall be implemented in the control plane application as well as user plane application for Echo Request / Echo Response. The timers and the number of retries (N3-REQUESTS) shall be configurable per procedure.
Editor's Note: In case of a node shall send a response message based on the response of another GTP message, the total waiting time of the inner loop response should be smaller than the waiting time of the outer loop response. 
All received request messages shall be responded to and all response messages associated with a certain request shall always include the same information. Duplicated response messages shall be discarded. A response message without a matching outstanding request should be considered as a duplicate.

If a GTPv2 node is not successful with the transfer of a signaling message, e.g. a Create Bearer Context Request message, it shall inform the upper layer of the unsuccessful transfer so that the controlling upper entity may take the necessary measures.
