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1. Introduction
Local routing is an option within the base PMIPv6 specification. This contribution argues that it should be avoided for SAE, and a corresponding statement is added in TS 29.275. 
2. Reason for Change
Local routing of traffic between a UE and and a correspondent node on the same access link is allowed (in both directions) according to standard PMIPv6 [1]. However, there is also a warning that: 

“… this may have an implication on the mobile node's accounting and policy enforcement as the local mobility anchor is not in the path for that traffic and it will not be able to apply any traffic policies or do any accounting for those flows.” 

We infer from the very architecture of EPS (with non-3GPP accesses) and funtionality described in TS 23.401 and TS 23.402 that all traffic from/to the UE must pass via the PDN GW. These are the two essential arguments:

a) 
all UEs accessing EPS must do this using specified procedures; this includes assignment of IP addresses from the PDNs, which are “behind” SGi; routing of traffic must be according to the principles the whole network operator’s infrastucture has been set up. There is no description or anticipation of such  ‘local routing’ (e.g. in GPRS between UEs attached to the same SGSN) that would be comparable to the description in PMIPv6. 
b)
Routing efficiency using could possibly be increased using PMIP’s ‘local routing’ in some exotic scenarios, but this would not outweigh the added complexity and contradiction with the current SAE architecture. The benefit would anyway depend on the likelihood of the case. The overall gain would come with high volume traffic; but it is very unlikely that 2 UEs need to exchange high volume data traffic and are at the same time located on the same access link. And all servers, for which transfer of high data rate with UEs is more relevant, are behind the SGi reference point. The level where optimal routing is required is dealt with by “local breakout” in roaming.
The behaviour regarding local routing is determined by the flag EnableMAGLocalRouting; it must be set to 0 in all MAGs.

3. Conclusions


4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.275:

* * * First Change * * * *

5
Tunnel Management procedures
Editor’s note: This clause will describe procedures by which a MAG and a LMA manages tunnels between themselves. 

5.1 
General

The Mobile Anchor Gateway (MAG) and the Local Mobility Anchor (LMA) establish and maintain a bi-directional tunnel for each PDN connection, which is used for routing the UE’s payload traffic between the MAG and the LMA. This tunnel is established as a result of exchanging the Proxy Binding Update (PBU) and the Proxy Binding Acknowledgment (PBA) messages between the MAG and LMA. The PBU and PBA messages establish unique Binding Cache Entry (BCE) and Binding Update List (BUL) entries for each PDN connection at the LMA and the MAG respectively. The tunnel end points are the Proxy-CoA and LMAA with GRE encapsulation (for IPv6 transport network) or IPv4-Proxy-CoA and IPv4-LMAA with GRE encapsulation (for IPv4 transport network), as described in draft-muhanna-netlmm-grekey-option [7].

Signalling messages as specified in Section 4 are sent natively without encapsulation in IPv6 transport network and with IPv4 on UDP encapsulation in IPv4 transport network as specified in ietf-netlmm-pmip6-ipv4-support-02.txt [5].
PMIPv6’s local routing is not used; the flag EnableMAGLocalRouting must be set to 0 in all MAGs of the PMIP domain.
