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1. Introduction
Partial node failures are not yet handled in GTPv2 (or PMIP) in the core network nodes (SGW, PGW, MME) in a general and efficient manner.  This contribution provides a relatively robust and efficient method to handle such failures.  

2. Reason for Change
The EPC nodes (SGW,PGW and MME) will be carrying a huge number of PDN connections. Potentially in the range of 100's of thousands to millions of PDN connection in some nodes. When a fault occurs that impacts a significant fraction of PDN connections, but does not impact all PDN connections, it is clearly undesirable that the node be considered completely down to its peers and it is undesirable to clear all the valid PDN connections in such a situation.  Instead only the impacted PDN connections should be cleared on peers. Obviously, the node with a failure needs to clean up it's internal resources and ideally it should signal to its peers (if possible).  

Unfortunately there are two major issues to overcome in clearing the PDN connections on the peer nodes. First, signalling on a per PDN connection basis means tens of thousands of  GTP messages if a component fails. While using a list of PDN connections in each message will reduce the signalling this still has a high traffic volume.  Second, and more importantly, if the component that fails is a non-replicated control board, hard drive, or software module that is storing parts of the full PDN connnection table then this is the exact situation where the partially failing node has no data available to tell the peers which PDN connections need to be cleared. It is simply impossible for the failing node to individually signal what PDN connections need clearing since it does not know which.  Simply leaving the impacted PDN connections on the peers is not a viable choice since the connections will be a resource leak and users are potentially charged for services which violates regulations in many countries.  

The problem is not just for unreliable nodes. Nodes that are highly reliable internally are actually severely impacted by unreliable nodes both in terms of signalling volumes and impacts to their part of the PDN connections.  This is not something that can be solved by just internal changes in a node. It requires some external protocol support.

Note that several GTPv2 proposed contributions in this area have tried to use various GTPv2 related protocol parameters to indicate a partial fault.  For example failure of a control plane IP address in GTPv2 is cited as something to associate with the PDN connection. The GTPv2 user plane IP addresses are also cited in other contributions.  Other contributions have suggested the APN and PDN GW IP address together be used to identify a set of PDN connections and tracked to indicate failures.  The problem with these approaches is they each are trying to match a particular hardware/software/data model.  For example a user plane IP address being unavailable on an SGW does match a hardware design where there are multiple user plane boards and each has its own IP address.  For that hardware design a user plane board going down means the IP address is not working. Another SGW vendor might have only one user plane IP address for a node,  many redundant interfaces with the node internally routing packets based on TEID to different user plane boards. The user plane IP address tracking does not identify a user plane board and complete failure of that IP address implies a full node failure not just a board . Hence while user plane IP addresses can be useful in some hardware configurations there are many other hardware designs.  What hardware and software that can fail and what impact it has is very vendor specific even if we are just looking at SGW designs. Regardless, something much more generic is needed. For example , an MME has no user plane functions itself  so an internal failure within an MME has nothing to do with a user plane IP address. Generally, what is good for one node and vendor is almost surely poor for some other node and vendor. Furthermore no proposal so far deals with internal resources such as hard drive failure or software faults.

Note that as other contributions indicated the GTPv2 connections are currently bound to just one control plane IP address pair after establishment of the PDN connection so failure to contact such a control plane IP address with a GTP echo should trigger a clearing of PDN connections even without the node informing its peers it is down.  This can be added by a node as an internal resource (i.e. an outgoing GTPv2 route) and the GTPv2 echo is the monitor of that particular internal resource. I.e. it need not be a separate mechanism.  
3. Proposed Improvement

When a PDN connection is first created each node exchanges a list of Resource-IDs piggybacked in the Create Default Bearer Request and Create Default Bearer Response. These Resource-IDs are internal resources that are likely to fail in the future. As each node receives such a list, it stores it in the PDN connection record for the newly established PDN connection.  It also relays the Resource-IDs down the line with the Create Default Bearer Request/Response. For a PDN connection this creates a fully linked mesh of PDN connection records with logical links between nodes and within each node it also gives which resource-IDs are tied to which PDN connection records.  
Figure 1 show the relations between the resources, the resource-id and how the messages are used to create the linkage.  

When a node detects that a resource fails it simply sends a 'Release Resource-ID Request' with the Resource-ID of the failed component. (this is a GTPv2 message that is newly defined here).  See change section for figure.
To detect failures of an entire node the GTPv2 Echo Request/Response message is used to detect a change in the "Restart Counter" in the same way as the past.
Note that PMIPv6 S5/S8 can be included in the GTPv2 chain by simply having a Vendor Specific Mobility Option in the same format as the Node-Resource-IDs IE below and where Create Default Bearer Request/Response becomes PBU/PBA.  In PMIPv6 the Resource-IDs would be placed in the Binding Entry record. These  PMIPv6 issues will be detailed in a future contribution.
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Figure 1. Create Default Bearer with Resource ID creation at initial creation of a PDN connection.  The top part of the figure shows internal resources in each node (different geometric shapes are meant to indicate different types of internal resources).  The line travelling through the resources indicate those resources that each node has picked to be involved in the PDN connection. The linkage of the resources is done by the resource-IDs being passed in the GTPv2 messages and stored in each nodes PDN connection table entry.  Note that the actual IE that is added to the GTPv2 message is the Node-Resource-IDs IE which is detailed in the change part as section 9.x. It corresponds to the lists such as [PGW-1, PGW-1's_restart_count,2,6]  shown above.  Note that each node has received each of its peers resource-ID lists at the end of the procedure so all nodes know all the IDs being used in the PDN connection but no node has any idea what its peer IDs actually represent.     Individual resource restart counts are not shown to improve the readability of the diagram.. 
Resource Type 
Each vendor of a particular node chooses the types of resources it considers important in regards to possibility of failure and its reliability impacts. It is only retainabilty, not availabilty, that counts. The intent is for the vendor to consider the major components that can fail and impact any existing PDN connections from the peers point of view. Possible examples:  an outside cable, an Ethernet card, a payload card, a CPU card, a digital processor, a hard drive an IP route, a UNIX process in a process pool, a shared memory pool, a software module and so on.  A component that always results in complete loss of all existing PDN connections does not need to be seperately treated from the node as a whole. Dedicated replicated mated pairs behave as a single resource from a functioning/not functioning point of view so it is the mated pair that is the resource .  Also the resources must be monitored by the node or an agent. There is no value here to have a resource type being tracked that cannot be detected as failing. There normally would be more than one type of resource for a node that can fail.  However, resources that are expected to only impact a few PDN connections lost are probably better handled by simply tearing down the PDN connections individually. Again the goal is to reduce signalling when a key major component fails not to deal with every minor fault.
Note a vendor will NOT need to communicate what types of internal resources are likely to fail so there is no sensitive information given out.  

Resource-ID

The Resource-ID uniquely identifies an internal resource that might fail within a node.  The node with the internal resource makes the resource-id assignment. There are two basic requirements. 1) Distinct resources have distinct resource-id values  2) At least between node restarts the resource-id  does not change for a resource in use.   

For hardware resources this is usual a trivial task that can be done using a static assignment such as  

( chip # + #of chips per board  * (board slot #  + number of boards in a subrack * subrack number) ) + some offset  

For dynamic software resources such as a UNIX process a simple incremental counter might be sufficient.

The actual resource-id value is sent in the messaging but what resource it represents internally to a node is not known. The resource-id is an opaque identifier to any peers.

The node owning the resource also needs to keep track of how many times the resource restarted since last node restart. This information will be used by a peer in some scenarios in the same manner as the Restart Counter in the GTPv2 Echo Response Message. 
4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.274.
* * * First Change * * * *

9.x
Node-Resource-IDs 
Node-Resource-IDs is coded as depicted in Figure 9.x.

	.
	
	Bits
	

	
	Octets
	8
	7
	6
	5
	4
	3
	2
	1
	

	
	1
	Type = TBD (decimal)
	

	
	2-3
	Length = n (decimal)
	

	
	4
	Action
	

	
	5-8
	Node ID
	

	
	9
	Node Restart Count 
	

	
	10-11
	First Resource-ID
	

	
	12
	First Resource's restart count
	

	
	13-14
	Second Resource-ID
	

	
	15
	Second Resource's restart count
	

	
	
	…
	

	
	
	 …
	

	
	(n+1) - (n+2)
	Last Resource-ID
	

	
	n+3
	Last Resource's restart count
	


Figure 9.x: Node-Resource-IDs

Note: Action code currently has three values (0=add,1=remove,2=fault):   add;  the listed Resource IDs to the PDN connection , remove the listed Resource IDs from the PDN connection (but does not imply a fault) ,  fault; remove all PDN connections with the listed resource-IDs (i.e. implies a fault in the listed resources). Including no listed resources with an Action code of add or fault is a wildcard (i.e. all resources for the node).  fault is only used in the Release Resource-ID Request at this time. 

Editor’s note: Size of Resource-ID field is shown with 16 bits here but it is for FFS if 24 bits or 32 bits should be used for future needs. 

Editor’s note: The Node-Resource-IDs field will need to be added to the list of IEs in the GTPv2 message descriptions for GTPv2 messages between the PGW and the SGW and the MME and the SGW. This needs to be done for every case that creates a PDN connection and for every case where an SGW,PGW and MME is linked in or linked out (i.e. TAU and Handover cases that change an SGW or change an MME).  

* * * Second Change * * * *

8.4
Error Handling

To be edited
8.4.x
Partial Failure Recovery

This section details the procedures that are required to handle cases where there is a component failure impacting a major component of a node and allow peers to clear resources at partial node failures with only one message per peer.  

Each node in the network internally decides what types of internal resources are prone to failure that can impact the retainability of a stable PDN connection. The vendor shall pick the components most likely to fail that have major impact, can be monitored for failure, do not cause the whole node to restart and are relatively few in number (range of about 2 to a few hundred is expected in most cases). The resource need not be just internal hardware but can be software processes as well. At this time there is to be a limit of 6 resources that may be reported in any single PDN connection by any one node so the types of resources are to be limited to that number or less. 

Each node creates an internal private numbering of those resources called a resource-id where the resources are unique within the node. That resource-id is an opaque value to all peer nodes in the network.  

Each node will be seizing some of these resources as new PDN connections are established. The node creates a Node-Resources-IDs information element with the format in subclause 9.x to represent the resources it has seized for the PDN connection.  The individual resource restart counters behave just like the node restart counters in the GTP echo response and are handled almost identically.  The node keeps track of how many times the resource with a resource-id has been restarted since the last time the node as a whole restarted. Generally the resource-id restart counter is used to detect "old" PDN connection records that should be cleared. Mismatch states are found from the received resource-ID restart count being larger than the restart count stored in the PDN connection table (modulo 256). It also acts as a simple form of synchronization in case a node failed to deliver an explicit  'Release Resource-ID Request' when it should have. It is also important when a node is still clearing the PDN connections from a detected peer restart and is also receiving new PDN connection attempts at the same time. 

At the initial creation of a PDN connection the Node-Resources-IDs IEs are included in the Create Default Bearer Request and Create Default Bearer Response in addition to the normal IEs. This is shown in Figure. 8.x-1
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Figure 8.x-1  Partial Fault detection IEs in initial PDN connection for Create Default Bearer. 

When each message is received the indicated IE data SHALL be saved in the PDN connection record. It is recommended that a reverse lookup table/ hash table from resource-id to PDN connections is also populated to allow all PDN connections to be found rapidly in case of fault, but it is an implementation choice on how the search for the resource-id will actually be done when a fault is found.

Note: At the end of the Create Bearer Procedure each node has the other nodes lists of resource-ids stored in its PND connection record for this PDN connection.  

For other Mobility procedures the Node-Resource-IDs are included only for nodes that actually change. For example a Tracking Area Update with SGW change but the MME does not change will include only one Resource-IDs(SGW) to add the new SGW and one Resource-IDs(SGW)  to remove the old SGW resources (see the action field in the Node-Resource-IDs).  Note the actual deletion should occur at the GTPv2 response and not the request to handle the case when a component fails in the middle of the procedure but this is an implementation choice.     

Editor's Note: Whether this inclusion of the IE and its condition needs to be detailed in each message table or should just include a reference back to this section is for FFS

When any node detects a major internal fault associated with an internal resource it simply sends one message containing the node ID and resource-ID of the restarting or dead internal resource to any of its peers. See Figure 8.x-2.
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Figure 8.x-2  Actions at Partial Fault Detection. 

Table 8.x.1: Information Elements in a Tear Down Resource-ID Request

	Information elements
	P
	Condition / Comment
	CR
	IE Type

	Node-Resource-IDs
	M
	May appear 1 or more times
	1
	Node-Resource-IDs


Table 8.x.2: Information Elements in a Tear Down Resource-ID Response
	Information elements
	P
	Condition / Comment
	CR
	IE Type

	Cause
	M
	None
	1
	Cause

	Private Extension
	O
	None
	1
	Private Extension


When a node receives the Tear Down Resource-ID Request it finds all resources with the same resource ID and clears them (with any required action towards other nodes such as eNodeBs not using the Node-Resource-IDs mechanism). 

A SGW shall relay the  Tear Down Resource-ID Request with the same data to any other possibly affected peers.

Since the PGW and the MME are at the ends in this topology they shall not relay the Tear Down Resource-ID to the peer SGW. 

Editor's Note: A GTPv2 path failure is really a special case of a Partial Fault handling. However, it is really an internal use of the function. The node picks the peer control plane IP address as the resource-ID  and monitors the resource-ID via the GTPv2 Echo Request.  However, the path is itself a natural resource ID and is already keyed to the PDN data structure.  Internal data structures are an implementation issue.  However, the end result should still be that the  PDN connections associated to a failed path should be cleared. 
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