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HSS Service interruption is avoided if the HSS temporary data is replicated to a backup HSS and the I-CSCF, S-CSCF and the AS switch DIAMETER traffic to the backup HSS when communication fails to the primary HSS.
From RFC 3588, clause 5.1:

   Although a Diameter node may have many possible peers that it is able

   to communicate with, it may not be economical to have an established

   connection to all of them.  At a minimum, a Diameter node SHOULD have

   an established connection with two peers per realm, known as the

   primary and secondary peers.  Of course, a node MAY have additional

   connections, if it is deemed necessary.  Typically, all messages for

   a realm are sent to the primary peer, but in the event that failover

   procedures are invoked, any pending requests are sent to the

   secondary peer.  However, implementations are free to load balance

   requests between a set of peers.

   Note that a given peer MAY act as a primary for a given realm, while

   acting as a secondary for another realm.

   When a peer is deemed suspect, which could occur for various reasons,

   including not receiving a DWA within an allotted timeframe, no new

   requests should be forwarded to the peer, but failover procedures are

   invoked.  When an active peer is moved to this mode, additional

   connections SHOULD be established to ensure that the necessary number

   of active connections exists.
The solution should support deployment scenarios such as these:
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6.X
HSS Failover with no loss of service

6.X.1
Introduction

This chapter focuses on the procedures needed to guarantee service in networks where the HSS’s permanent and temporary data is replicated to a backup system and no loss of volatile data is experienced. In order for seamless service in networks deployed this way, the I-CSCF, S-CSCF and AS nodes need to support DIAMETER failover.

Note: The HSS data replication mechanism is outside the scope of this document.

6.X.2
DIAMETER FAILOVER

The peer connection principles and failover mechanisms for DIAMETER is described in IETF RFC 3588 [xx], clauses 5.1 and 5.5.4 respectively and applies to the Cx, Dx, Sh and Dh interfaces. More specific procedures related to IMS elements are found below.

6.X.2.1 SLF
The SLF is queried over the Dx interface by the S-CSCF and the I-CSCF and over the Dh interface by the AS.  In networks where the HSS is deployed with one or more backup systems, the SLF will return all HSS identities associated with the user in the query response. The order of the HSS identities in the query response is significant; i.e. the first identity in the list is the primary HSS, the second identity is the secondary HSS and so forth. 
6.X.2.1 I-CSCF, S-CSCF and AS

If a network is using the SLF function, the I-CSCF, S-CSCF and AS will at a minimum be configured to address a primary SLF and a backup SLF. How the I/S-CSCF/AS may load balance across the SLFs is implementation specific.

The I/S-CSCF/AS will use the primary HSS address returned by the SLF to communicate with the HSS for the duration of the session. Only if the I/S-CSCF/AS detects a failure in the communication with the HSS, will the I/S-CSCF/AS attempt to communicate with the secondary HSS. 

If no SLF is deployed in the network, the I/S-CSCF/AS will have to be configured to allow for primary/backup HSS’s for each user handled by the I/S-CSCF/AS.  
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