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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Although network nodes in the IMS Core Network should have a very high availability, some maintenance downtime and occasional failures are unavoidable. Communication links although designed with robust protocols between the network elements are also subject to failures. A set of standardized procedures for automatic restoration after loss or corruption of data could reduce the impact of these problems resulting in the improved service to the users. The intention is that similar cases as in 3GPP TS 23.007 [2] for the CS and PS Domains are covered also for the IMS domain.
1
Scope

The present document identifies the changes required in the 3GPP IMS specifications so that a consistent state is restored in the IMS Core Network, after, or during a planned, or unplanned stop of a network element. The study will go through the following steps:

· Establish the requirements that should be covered with these procedures. That is which are the impacts to the end user service that are acceptable and which are not, after a network failure.

· List the failure scenarios that need to be studied.

· Provide solutions, so that in all the failure scenarios listed, the impacts to the end user service comply with the requirements. These solutions provide procedures for the automatic restoration to a consistent state in the network and indicate how to trigger these procedures.

· Analyze the impacts of the solutions in the current specifications.

· Conclusion and recommended way forward.

It is important to realise that these procedures are meant to be operational procedures for restoration and so care must be taken with what is existing and will exist with OA&M procedures to avoid overlap which could cause clashes.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.007: "Restoration procedures".

[3]
3GPP TS 32.260: "Charging Management; IP Multimedia Subsystem (IMS) Charging".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Editor’s note: To be completed or section removed.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Editor’s note: To be completed or section removed.

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Editor’s note: To be completed or section removed.

4
Requirements analysis and assumptions

4.1
Introduction

This clause contains a list of the requirements for the solution provided in this study. The general goal is to have a set of procedures ensuring that the impact of the failure of a node is limited to the loss of the capacity of that node for the time that it is out of service, plus some additional signalling in order to perform the take over by other network elements with the same function.
4.2
Persistency Requirements for Data

There are network elements that hold permanent data. There should be methods to ensure that the information in these network elements is not lost even in disaster events, such as a complete site crash. For this reason, assumes that the redundancy provided for these network elements makes unnecessary additional network procedures for restoration of permanent data.  On the other hand, temporary data will be considered in these procedures.

For the nodes that don’t handle permanent data, the assumption is that their memory is affected if an outage occurs and the information related to some of the users may be lost. 
4.3
Impacts on Established Sessions

Interruption of established sessions is considered an acceptable consequence of the failure of one of the network elements in the session path. This means that the restoration of session data does not need to be analyzed in this study. Means may be taken by implementations outside of this study to enable established sessions to be restored or maintained.

The accounting of IMS sessions is already based on principles (interim accounting as described in 3GPP TS 32.260 [3]) that ensure that the charging of this interrupted sessions is also terminated.
4.4
Impacts on Session Establishment Time

The restoration procedures could involve some steps that take place during the establishment of sessions after the outage has occurred (i.e. after the network element that failed returns to normal functioning or another network element takes over). If that is the case, the increase of the session establishment time should not be significant (it should still have a high probability to remain within the acceptable levels for the end user).
4.5
Required Manual Intervention

In order to reduce OPEX and the time required to restore the network, the need for manual intervention should be minimized. This implies that the procedures should be triggered by network signalling events and O&M steps should also be minimized.
4.6
Loss of service

Loss of service refers to the state in which session origination attempts by the user or session termination requests to that user fail while the UE appears to be registered and also when the network does not respond to registration attempts. Ideally the proposed solution should avoid this kind of loss of service altogether and ensure that requests are terminated correctly in all cases. If this is not feasible, then the time of loss of service for the user should be minimized.
4.7
Avoidance of massive signalling

In the solutions provided it needs to be taken into consideration that network element failures tend to occur in situations when the signalling is overloaded. If that is the case, restoration procedures that involve a high level of messages (e.g. triggering re-registrations for all the UEs controlled by a P-CSCF or S-CSCF) should be avoided. Such kind of procedures could result in further problems in other network elements and provoke a domino effect of subsequent failures.
4.8
Load balancing

The solution provided should be such that it allows the recovery of the network to a situation where the load is balanced between network elements performing the same function.
5
Failure scenarios

5.1
Introduction

According to the requirements for this study, failure of network elements holding only persistent data or holding only session related data should not be considered. The following figure shows the network elements of the IMS Core Network. Those holding persistent data are represented with cylinders and those holding only session data with round edges. According to this the targets for the study are coloured red in the following figure.
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Figure 5.1: Network elements to be considered in the study

The following clauses cover each of the possible failure cases and indicate how they affect service.

5.2
S-CSCF failure

Editor’s note: This section will contain the scenarios for S-CSCF failure and the corresponding consequences according to the current procedures.

5.3
P-CSCF failure

Editor’s note: This section will contain the scenarios for P-CSCF failure and the corresponding consequences according to the current procedures.

5.4
IMS-UE failure
Editor’s note: This section will contain the scenarios for IMS-UE failure and the corresponding consequences according to the current procedures.

5.5
SIP-AS failure

Editor’s note: This section will contain the scenarios for SIP-AS failure and the corresponding consequences according to the current procedures.

5.6
Failure in the IP-CAN

Editor’s note: This section will contain the scenarios for failures in the IP-CAN and the corresponding consequences according to the current procedures.

5.7
Failure in the HSS

Editor’s note: This section will contain the scenarios for failures in the HSS and the corresponding consequences according to the current procedures.

6
Alternative solutions 

Editor’s note: This section will contain all the possible solutions presented and the changes required in the specifications to implement them.

7
Conclusions and recommendations

Editor’s note: This section will indicate a proposed solution for each of the failure cases that require one.
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