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1. Introduction

The contribution is to compare the EMMA format and NLSML format representing the ASR result. 
2. Discussion

1) The introduction of the NLSML
The general purpose of the NLSML language (http://www.w3.org/TR/nl-spec/) is to represent information automatically extracted from a user's utterances by a semantic interpretation component, where utterance is to be taken in the general sense of a meaningful user input in any modality supported by the platform, for example, ASR, DTMF, etc.
The platform may employ the NLSML to interpret natural language speech input. The elements of the markup fall into the following general functional categories: Interpretation, Side Information, and Multi-Modal Integration:
I. Interpretation
Elements and attributes represent the semantics of a user's utterance, including the <result>, <interpretation>, and <instance> elements.  The <result> element contains the full result of processing one utterance.  It may contain multiple <interpretation> elements if the interpretation of the utterance results in multiple alternative meanings due to uncertainty in speech recognition or natural language understanding.
II. Side Information
These are elements and attributes representing additional information about the interpretation, over and above the interpretation itself. Side information includes:

1. Whether an interpretation was achieved (the <nomatch> element) and the system's confidence in an interpretation (the "confidence" attribute of <interpretation>).

2. Alternative interpretations (<interpretation>)

3. Input formats and ASR information: the <input> element, representing the input to the semantic interpreter.
III. Multi-Modal Integration
When more than one modality is available for input, the interpretation of the inputs need to be coordinated.  The "mode" attribute of <input> supports this by indicating whether the utterance was input by speech, dtmf, pointing, etc.  The "timestamp_start" and "timestamp_end" attributes of <interpretation> also provide for temporal coordination by indicating when inputs occurred.
2) The introduction of the EMMA

The W3C Multimodal Interaction working group aims to develop specifications to enable access to the Web using multimodal interaction.The EMMA(Extensible MultiModal Annotation).describes markup for representing interpretations of user input (speech, keystrokes, pen input etc.) together with annotations for confidence scores, timestamps, input medium etc.
The following is part of a set of specifications for multimodal systems, and provides details of an XML markup language for containing and annotating the interpretation of user input. Examples of interpretation of user input are a transcription into words of a raw signal, for instance derived from speech, pen or keystroke input, a set of attribute/value pairs describing their meaning, or a set of attribute/value pairs describing a gesture. The interpretation of the user's input is expected to be generated by signal interpretation processes, such as speech and ink recognition, semantic interpreters, and other types of processors for use by components that act on the user's inputs such as interaction managers. 
For ASR, the interpretation derived from speech is needed. In order to support the result of ASR from the MRFP, the following need to be supported.

	Elements
	Description

	Root
	The root element of an EMMA document.

	interpretation
	The emma:interpretation element acts as a wrapper for application instance data or lattices.

	one-of
	A container element indicating a disjunction among a collection of mutually exclusive interpretations of the input


3) The compare between the NLSML and the EMMA
To compare the NLSML and EMMA language, the NLSML language has the basic capability to represent the ASR result The NLSML language is not a normative specification. The NLSML specification has not been updated for a long time (since 2000 year), and it has been substituted by EMMA.As new specification, the EMMA has inherited the capabilities of the NLSML and extended new capability. The EMMA can provide a list of possible recognition results and the confidence scores of each recognition result. 
So the EMMA has more capabilities than the NLSML, and is suitable to support the new MRF service in the future.
3. Conclusion

It is proposed the only the EMMA format is used to represent the ASR result.
