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Introduction

The document discusses the issue on how to detect the SCTP/TCP/UDP H.248 linker status.  In Mc interface, there may be more than one H.248 transport linker, and they transport the H.248 message simultaneously. If one linker is failure and can not be detected in time, H.248 message will be lost and cause call loss. One new package is defined to detect the H.248 transport linker status.
Discussion
In Mc interface, it is necessary to support multiple H.248 transport linkers.  One SCTP linker only supports a limited capacity to receive and send message, so a large capacity  MGW will need multiple SCTP linkers, MGC can use the multiple linker to transport H248 message simultaneously. On the other hand, multiple SCTP linkers can backup each other, if one linker is failure, the H.248 message can be transported by other linkers. 
The SCTP protocol has defined the mechanism of self-detect path failure, but the time of a path failure detecting is too long. In general, the time is more than several seconds.  It can not satisfy the telecom application, and need an application layer method to ensure the linker failure event can be detected in time.
When H.248 message is transported by TCP/UDP protocol in Mc interface, the question is same. 

The H.248.14 protocol (Inactivity Timer package) provides method to detect the communication failure between the MGC and MGW: An MGC may choose to set the inactivity timer event containing the maximum inactivity time on the MGW, then  MGC may test MGW using a test message periodically. MGW will monitor incoming messages. If no message has been received for periods of silence exceeding the maximum inactivity timer value, a notify message is generated and sent to MGC.
To detect the linker status, the package need to be extended. The method is: An MGC may choose to set the inactivity timer event on each H.248 linker, which can be identified by IP address and Port, then MGC sends test message on each linker to ensure the linker is always active. The MGW will monitor the incoming message on each linker. If no message has been received for periods of silence exceeding the maximium inactivity timer value on one linker, a notify message of linker failure is generated and sent to MGC. After that, if the failed linker is restored, a notify message of restoration is generated and sent to MGC.
Proposed Solution
It is proposed to define an package in 29.232 release 6 to solve the problem as a general solution. One new package defines the event to detect and notice linker status. The detailed package definition is proposed as follow:
----------------------------------------------------------------------------------
Package Name: 
Linker Inactivity Timer Package

PackageID:  

lit, 0x00??
Description: 

This package provides support for MGs detecting the failure of each STCP/TCP/UDP linker by message silence and is only used on the ROOT termination.
Version:



1

Extends:


None

1
Properties

None.

2
Events

Event Name: 
Linker Out of Service

EventID:

LOS (0x0001)

Description: 
This event detects failure of the linker (SCTP/TCP/UDP)

EventsDescriptor parameters:



Maximum Inactivity Time




ParameterID:
mit (0x0001)




Type:



integer (in 10 millisecond steps)




Possible values:
0..65535    (0, 10 ms, 20 ms, …, to 655.35 seconds)

ObservedEventsDescriptor parameters:


Cause:




ParameterID:

CAU(0x0001)




Type:


enum 




Possible values:







failure（0x01）







forbiddance(0x02)







default（0x01）


IP Address:




ParameterID:

IPA (0x0002)




Type:


32 bits /128 bits




Possible values:
ipv4 / ipv6






Port:




ParameterID:

PORT (0x0003)




Type:


integer 




Possible values:
0..65535 




Event Name: 
Linker Restoration

EventID:


LR (0x0002)

Discription:

This event detects restoration of the linker(SCTP/TCP/UDP)

EventsDescriptor parameters:




None

ObservedEventsDescriptor parameters:


IP Address:




ParameterID:

IPA (0x0002)




Type:


32 bits /128 bits




Possible values:
ipv4 / ipv6




Port:




ParameterID:

PORT (0x0003)




Type:


integer 




Possible values:
0..65535 



3 Signals

None.

4 Statistics

None.

5 Procedures

An  MGC that supports this package may detect whether a MGW  supports the package or not by auditing it. An MGC may choose to set the inactivity timer event containing the maximum silence period or "maximum inactivity time" on the ROOT termination. The MGC should then ensure that the time between messages sent to that MGW by this linker never exceeds this period.  The two parameters “IP address” and “port” are used to identify a linker. The MGC ensures this by sending any message as a test or keep-alive message (such as the empty Audit of ROOT) whenever no other message is needed within the period.

MGCs may test MGWs using a test message (for example, an AuditValue command with an empty AuditDescriptor) without implementing this package or to test MGWs that do not implement the package. This package adds the ability for MGWs to detect MGC failure through message silence.

An MGW that supports this package and receives the event will monitor incoming messages for periods of silence exceeding the maximum inactivity timer value for each linker. On the detection of the silence period a Notify with the observed event is generated. When the failure linker is restored, MGW notify the MGC. 
Conclusion
It is proposed to add the new optional UMTS package in TS 29.232  to solve the linker detected question or send an LS to ITU-T SG16 to ask them to provide an appropriate solution.
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