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1. Introduction
This paper attempts to suggest a way forward for conclusion of KI #1. 
2. Summary of Solutions

· Solution #1: Categorize shared-data into data-sets and identify each data-set using a shared-data-id.
· Configure shared-data-ids and corresponding shared-data into NF-Producers using OAM
· Register shared-data-ids and corresponding shared-data into NRF using OAM or a new NF
· NF-Consumers can retrieve shared-data corresponding to shared-data-ids if not available locally
· The solution can optimize NF Registration & NF Discovery procedures. For Subscription and Notification, while not specified in the solution, NF-Consumers can probably subscribe to changes to shared-data-ids similar to solution 2.

· Solution #2: Categorize shared-data within an NF-Set into data-sets and identify each data-set using nf-set-id.  
· Configure nf-set-ids and corresponding common-data into NF-Producers using OAM
· Register nf-set-ids and corresponding common-data into NRF using NRF APIs
· NF-Consumers can retrieve common-data corresponding to nf-set-ids if not available locally
· The solution can optimize NF Registration & NF Discovery procedures. For Subscription and Notification, NF-Consumers can subscribe to changes to nf-set-ids.

· Solution #4: Similar to Solution #1, with the difference that shared-data is configured hierarchically into NRFs, and an NRF-Instance-ID which stores the shared-data is also configured/provided along with shared-data-id.

· Solution #5: Similar to Solution #2, with the difference that NRF subscribes-to shared-data-change-notifications from NF-Producers.

· Solution #8: Addresses case where NF-Consumers belonging to an NF-Set subscribe to profile-changes. Using UDSF, proposes to create single subscription to profile-changes. When Notifications is received by an NF, it is distributed by UDSF to other NFs within an nf-set.

· Solution #9: Addresses case where NF-Consumers belonging to an NF-Set subscribe to profile-changes. Subscription requests from multiple NF-Instances within an NF-Set are aggregated in NRF, and change notification is sent only to one of the NF-Instance within the NF-Set. When Notifications is received by an NF, it is distributed to other NFs within an nf-set by internal means.

· Solution #3: Suggests use of pagination mechanism when downloading large information.

· Solution #7: Suggests defining new data types defined for shareable data.    

3. Discussion
Authors of this paper would like to highlight following issues.

Issue #1: Whether the solution should cover optimizations to NF-Set alone, or should be extended to data that can be shared among NFs not belonging to an NF-Set.

· Authors of this paper support optimizations for Registration/Discovery of NF-Producers in an NF-Set. 
· We can also support optimizations to NFs not belonging to an NF-Set, however we believe additional work may be required for the same.

Issue #2: Whether the shared-data needs to be configured in NRF via OAM.

Solutions #1, 4, Solution 2 (Option B) require shared-data to be configured into NF-Producers and NRF via OAM or a new NF. 

3GPP TS 23.501 Clause 7.1.5 specifies two methods to register NF-Profiles into NRF:

· The NF instance may make this information available to NRF when the NF instance becomes operative for the first time (registration operation) or upon individual NF service instance activation/de-activation within the NF instance (update operation) e.g. triggered after a scaling operation. 

· Alternatively, another authorised entity (such as an OA&M function) may inform the NRF on behalf of an NF instance triggered by an NF service instance lifecycle event (register or de-registration operation depending on instance instantiation, termination, activation, or de-activation). 
That is, in the current architecture, NRF is either configured with NF-Profiles using OAM (or a 3rd party) or using Nnrf_NFManagement service operation from NF-Producers. 

Solution #1, 4, Solution 2 (Option B) require configuration of shared-data-ids and corresponding shared-data via OAM (or a 3rd party), and then use Nnrf_NFManagement service to register the profiles. This forces the networks that rely solely on Nnrf_NFManagement service to also enhance their OAMs support the new procedures.

The authors of this paper believe a solution should not force networks do away with existing flexibility. This is especially useful in networks where local configuration changes are allowed on individual nf-instances (instead of via centralized OSS). 

Hence, if the group decides to support shared-data mechanism as proposed in these solutions, it is preferable that we take one of the following approach:

· We use mechanisms to dynamically register the shared-data-ids and their corresponding profile-information into NRF, similar to those supported for NRF-Sets.
· We support both NRF-Set and Shared-Data-ID based mechanisms. Shared-Data-ID based mechanism can be used by operators who like to go with hybrid approach.

Issue #3 on support of hierarchical NRF as suggested by Solution 4

Solution #4 proposes that:

As NRF is deployed in a hierarchical architecture, e.g. PLMN level, shared-slice level, and slice-specific level, to configure the shared data on lower level NRF might be not suitable for the fact that NFs may register its profile in one of multiple NRF instances, and to configure the shared data on all NRF instances as global unique information might cause a waste of storage resource. In this solution, it is proposed to configure the shared on a higher level NRF instance, and the corresponding NRF instance which stores this shared data will be provided simultaneously together with the shared-data ID when needed.
It is noteworthy that, as defined in 3GPP TS 29.510, Clause 5.3.2.2.5, the identity of the target-NRF is pre-configured in the NRF:

When multiple NRFs are deployed in one PLMN, one NRF may query the "nf-instances" resource in a different NRF so as to fulfil the service discovery request from a NF service consumer. The query between these two NRFs is forwarded by a third NRF.
1.	NRF-1 receives a service discovery request and sends the service discovery request to a pre-configured NRF-2. This may for example include cases where NRF-1 does not have sufficient information as determined by the operator policy to fulfill the request locally.
Pre-configuration of NRF may be an FQDN. This helps avoid configuring static NRF Instance ID configuration, and also allows load-balancing among multiple NRFs. 

The authors of this paper believe that we should avoid static configuration of NRF Instance IDs into NF-Producers. If we decide to support shared-data mechanism as proposed in this solution, we can explore an alternate approach where:
· the shared-data-id space is divided among NRFs
· NRFs are pre-configured with shared-data-id range belonging to each NRF-FQDN
· NF-Consumers, who receive shared-data-id in NF Discovery response, always query their local NRF, which then finds out the root NRF holding the corresponding shared-data.
· Local NRFs keep a cache of such shared-data (from previous discovery responses).

It may also be noted that, as specified in 3GPP TS 29.510, Clause 5.3.2.2.5, the NF-Consumers may not have direct connectivity to the root NRF, and only the Intermediate NRF may provide such connectivity:



In such case, the storing NRF-Instance-ID information is not useful, as it may not enable the NF-Consumer download the shared-data from root NRF. They anyway need to go via the local NRF.

Issue #4 on NRFs retrieving NF-Set Profile changes from NF-Producer
Solution #5 additionally optimizes NF Update procedure (on top of Solution #2). NRF subscribes-to changes to shared-data information from one of NF-instance in NF-Set. Thus, if there is a change in NF-Set (Common) data, only one NF will send a notification to NRF, and thus we can avoid multiple notifications. NRF determines multiple NF-Instances belonging to same NF-Set, and chooses one of them to send subscription request to.
Essentially, NRF is helping determine a “master” NF from a list of NF-Instances.
An NRF may not always make correct decision on the selection of master. What if such an NF-Instance is in the processing of graceful shut-down and therefore no configuration changes allowed on this one (while other NF-Instances within the set can continue). 
Similarly, what if such an NF-Instance de-registers? NRF now needs to retrieve all NF-Instances from same nf-set and choose a new master. If we are using implicit subscription mechanism (subscription created during NF Register operation), NRF may not even be able to send a subscription request, unless we define new services on the NF-Producer. Defining services on each NF-Producer would mean we define such a service on each NF supported by CT3/CT4. We believe this requires an intensive development effort and not in the scope of the study. The study should remain limited to NRF API enhancements.
Additionally, in current NRF architecture, all the NF-Profiles are “independent” of each other. NRF does not do any processing to determine whether multiple NF-Instances belong to a common NF-Set. With above change, every time an NF registers and/or updates its profile into NRF, NRF needs to check its database to determine if this NF has any siblings, and then determine which NF to send subscription request to. 
An alternate approach could be that the NFs within an NF-Set choose a master among themselves and send NF-Update only once.
Issue #5 on support of NF-Consumers in an NF-Set

Solution #8 addresses a scenario where NF-Consumers belonging to an NF-Set subscribe to profile-change notifications. Using UDSF, it proposes to create single subscription to profile-changes. When Notifications is received by an NF, it is distributed by UDSF to other NFs within an nf-set.

Solution #9 addresses a scenario where NF-Consumers belonging to an NF-Set subscribe to profile-change notifications. Subscription requests from multiple NF-Instances within an NF-Set are aggregated at NRF, and change notification is sent only to one of the NF-Instance within the NF-Set. When Notifications is received by an NF, it is distributed to other NFs within an NF-Set internally.

There are two issues here – a) how to create a single subscription from within a Set and b) how to send only one notification to NFs within a Set. In our view, creating single subscription is sufficient to address both.

To create single subscription, it is preferable to use alternate approach as suggested for Issue #4 above.

Additionally, in our view, mandating use of UDSF for deployment of this feature reduces deploy-ability of the feature.

3. Proposal
It is proposed to agree to following principles:
NF Register:
· NRF resource structure is extended as
· /shared-data/{shared-data-id} 
· /shared-data/{nf-set-id}
· OAM configures NF-Producers with 
· shared-data-id -> shared-data mapping
· nf-set-id -> shared-data mapping
· OAM configures NRF with shared-data-id -> shared-data mapping
· NFs register NF-Set profile separate from NF-Profile
· NF-Producer registers its nf-profile into NRF including a set of shared-data-ids or nf-set-ids
NF Discovery:
· NRF resource structure is extended as 
· /shared-data/{shared-data-id}
· /shared-data/{nf-set-id}
· NRF returns nf-profile including 
· a set of shared-data-ids
· nf-set-id
· If some shared-data-ids and/or nf-set-id are not available in NF-Consumer, it retrieves those by querying NRF.
Subscription:
· When NF-Consumers subscribe to multiple NF-Producers, they subscribe to changes to shared-data-ids and/or nf-set-id separately.
· If NF-Consumers are part of NF-Set
· NF-Consumers may subscribe to change-notifications once, using implementation specific methods. No change on NRF.
Notification:
· Separate notifications for changes to shared-data and rest of nf-profile depending on subscription.
· If NF-Consumers part of NF-Set
· No change on NRF. If NRF gets single subscription, it sends single notification.
· NF-Consumer receiving notification may send the information to other NF-Consumers within the set using implementation specific methods.
4. Conclusion
[bookmark: _Hlk61529092]It is proposed to agree to the CR C4-233370 to address above problem.
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