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1. Background

Both SNPN or PNI-NPN can realize end-to-end resource isolation, not only providing exclusive access for vertical industries or specific groups, but also ensuring exclusive access of customer communication resources. In most cases, such users have high requirements for reliability, security and privacy of the private network.

So as to meet the needs of scientific and users (e.g., factories, hospitals, schools and laboratories, etc.) for stable and dependable private networks, the conventional Disaster Recovery (DR) scheme of NPN is proposed to improve reliability of the NPN.

When accessing NPN local services through home network or other specific networks, the redundancy of UDM and UDR are necessary to ensure the reliability of user identification, signing data, authentication management and registration management. In particular, UDM implements a unified data management function, and UDR is used for UDM to store or read subscription data. However, these issues have yet to be standardized by 3GPP during 5G deployment:

Issue-1: N+K+1 disaster recovery for UDM
Primary and standby UDM register with NRF (registered with SUPI and GPSI segments, or GPSI segment preconfigured with Group ID on NRF). SMF/AMF finds UDM to NRF (carrying SUPI, etc.). Under normal circumstances, the SMF/AMF visits the primary UDM, when the primary UDM fails, the SMF/AMF visits the standby UDM, and the standby UDM takes over the business.

Primary and standby UDM connect Diameter link with DRA. Normally the DRA visits the primary UDM. If the primary UDM fails, the DRA visits the standby UDM, and the standby UDM takes over the business.

When the primary and standby UDM fail, the UDM provided by the PLMN slice takes over the business.

Issue-2: 1+1+1 disaster recovery for UDR
The UDM uses the internal interface to access the UDR. Under normal circumstances, the UDM visits the primary UDR. When the primary UDR fails, the UDM visits the standby UDR, and the standby UDR takes over the data service.

Under normal circumstances, BOSS opens to the primary UDR. The primary UDR failure, BOSS switch to the standby UDR, and it completely take over the account business. 

The primary UDR will synchronize the data with the standby UDR in real time, with user dynamic/static data of BOSS signing, as well as global data such as template configuration. When the primary and standby UDR fail, the UDR provided by the PLMN slice takes over the business.

Case and analysis 
The scheme provides the redundancy of UDM for NPN. Under normal circumstances, the primary UDM handles various signalling and various services. When the primary UDM fails, the secondary UDM can fully undertake the work of the primary UDM to ensure the normal operation of the mobile network.

The UDM disaster recovery deployment scheme is shown in Figure 1. UDM11-UDM1N and UDR1 form a set of UDM, UDM21-UDM2K and UDR2 form another set of UDM. Two sets of UDM constitute disaster recovery deployment, the former is mainly used and the latter is standby. Two sets of UDM suggest to be deployed within a different DC. NRF carries different priorities: primary scheme is high priority and alternative scheme is low priority. In addition, a set of UDM provided by PLMN network slices is added for scenarios of backup scheme failure.


[bookmark: OLE_LINK1]Figure 1 UDM disaster recovery scheme

When the primary link fails, the NPN disaster recovery and backup measures are shown in Table 1:

Table 1 Primary link fault and analysis
	CASE
	ANALYSIS

	1、UDM11~UDM1N-to DRA link fault
	DRA switch service from UDM11~UDM1N to UDM21~UDM2K.

	2、UDM11~UDM1N fault
	DRA switch service from UDM11~UDM1N to UDM21~UDM2K.

	3、UDM11~UDM1N to UDR1 link fault
	Data access from UDM11~UDM1N is automatically switched to UDR2.

	4、UDR1 fault
	Data access from UDM11~UDM1N / UDM21~UDM2K is automatically switched to UDR2.

	5、BOSS to UDR1 link fault
	BOSS access switches to UDR2.  



When the backup link fails, the NPN disaster recovery and backup measures are shown in Table 2:

Table 2 Secondary link fault and analysis
	CASE
	ANALYSIS

	1、UDM21~UDM2Kto DRA link fault
	DRA switch service from UDM21~UDM2Kto PLMN UDM3.

	2、UDM21~UDM2Kfault
	DRA switch service from UDM21~UDM2K to PLMN UDM3.

	3、PLMN UDM3 to UDR2 link fault
	Data access from PLMN UDM3 is automatically switched to UDR2.

	4、UDR2 fault
	Data access from UDM21~UDM2K/PLMN UDM3. is automatically switched to PLMN UDR3.

	5、BOSS to UDR2 link fault
	BOSS access switches to PLMN UDR3. 



[bookmark: OLE_LINK4]The scheme of UDM (UDR) backup for NPN is shown in Figure 2.



Figure 2 UDM (UDR) backup for NPN




2. Proposal

It is proposed to perform a study on the above (but not limited to) restoration issues and specify the standardized solutions respectively.
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