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1. Introduction
Various solutions addressing key issue #1 have been documented. Evaluation can start.
2. Reason for Change
Evaluation of solutions for key issue #1 is missing.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.831 v0.2.0.
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[bookmark: _Toc39050172][bookmark: _Toc120702335]7.1	Evaluation of Solutions for Key Issue#1
7.1.1	Synchronization of Shareable Data
7.1.1.1	Configured Shareable Data
NF configuration data (configured by means of OAM at the NF/NF set) have an impact on the NF's profile data stored at the NRF. Profile data stored at the NRF are either statically configured by means of OAM (in sync with the data configured at the NF/NF set), or dynamically registered by the NF (avoiding synchronization issues). 
Similarly for shared configuration data and their IDs, which are configured by means of OAM at all sharing NFs/NF sets: The corresponding shared data / set profile and IDs needs to be stored at the NRF. 
Solution #1 allows data sharing among NFs of different types or of same type from different sets. This adds the need for synchronized configuration. In addition, solution #1 proposes to configure shared data and their IDs at all NRFs, adding even more complexity to ensure overall synchronized configuration. 
The synchronization issue between NRFs is addressed by solution #4 which proposes a higher level NRF to store the shared data, at the cost of higher NRF to NRF traffic, to retrieve the shared data when needed.
Similarly, solution #1 proposes as an option to sync NRFs by means of an operator granted NF (e.g. special UDR).
Still synchronization between NFs, between NF sets and between NF and NRF remains an issue adding complexity to network configuration.
Solution #2 (option A) and solution #5 propose to configure/provision shareable data (NF set profiles) and their IDs (NF set ID) at a single place (the NF set), avoiding all kinds of synchronization issues.
Solution #2 (option B) proposes to configure/provision shareable data (NF set profiles) and their IDs (NF set IDs) at two places (a single NRF set and a single NF set) allowing to minimize synchronization issues.
7.1.1.2	Discovered Shareable Data
Once shareable data have been discovered by NFs during the NF discovery procedure, the data are subject to change. Solutions #1, #2 and #5 propose similar subscribe/notify mechanisms ensuring that discovered shared data are kept in sync.
7.1.2	Storage requirements
7.1.2.1	Storage of configured data
Storing/configuring multiple copies of the same configured data (i.e. redundant data) at an NF is an issue addressed by solutions #1, #2, #4 and #5. However, storing requirements for a single copy of shared data differ. It is beneficial to store/configure shared data at a single place in the network.
Solution #1 proposes to configure/store shared data at all or multiple NRFs /NRF set in the PLMN.
Solution #4 proposes to configure/store shared data at a single higher level NRF /NRF set.
Solution #2 option A proposes to configure/store shared data (NF set profiles) at a single NF set.
Solution #2 option B proposes to configure/store shared data (NF set profiles) at a single NRF/NRF set.
Solution #5 proposes to configure/store shared data at a single NF set.
7.1.2.2	Storage of discovered data
Storing multiple copies of the same discovered data (i.e. redundant data) at an NF is an issue addressed by solutions #1, #2 and #5. All solutions propose the same principle, i.e. store the discovered shared data only once and use the IDs as a pointer to the shared data.
7.1.3	Discovery procedure
Solutions #1, #2 and #5 propose optimizations, differing with regard to discovery response message length and number of message roundtrips.
Solution #1 and alternative 2 of solution #2 propose an additional roundtrip to retrieve shared data from the NRF if a shared data ID (or set profile ID) was received while the corresponding shared data (or set profile) has not yet been received. This additional message roundtrip occurs only when the shared data is not cached.
Solutions #5 and alternative 1 of solution #2 propose to always include (a single copy of) the shared data in the discovery response message, so to avoid an (potentially seldom occurring) additional roundtrip at the cost of (an always) increased message length.
7.1.4	Which data should be sharable?
Standardizing the exact list of data that may be shareable comes with the drawback that for any extension in future releases the decision (and specification) needs to be taken whether or not the extended data is worth being shareable.
Solution #1 currently has an editor's note indication that this aspect is ffs.
Solution #5 has the same issue as #1 (although not explicitly stated).
Solution #2 avoids the need to address the issue as the NF set profile would be of the same type as the NF profile.
7.1.5	New NF services operations
It is beneficial to extend existing service operations rather than defining new service operations. 
Solution #5 proposes that the NRF retrieves (and subscribes to) shared data from the NF during the NF registration procedure. The registering NF can be of any type. Consequently, any NF of any type must offer a new service allowing the NRF to retrieve and subscribe to shared data.
Solution #2 option A avoids new service operations by re-using and extending the Nnrf_NFManagement service operations (NFRegister, NFUpdate, NFDeregister) allowing any NF to push (register) its set profile to the NRF, modify it at the NRF and delete it from the NRF.
7.1.6	Applicability to NF sets
Solutions #2 and #5 restrict sharing of data to NF sets and does not address sharing of data that may be common to NFs (of same or different type) from different sets. 
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