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1. Background

The proposal of study on 5GC restoration improvement was submitted to CT4#111e meeting, see WID in C4-224315 and discussion paper in C4-224314 (attachments). During the discussion on CT4#111e, comments/questions were raised against the study proposal which can be summarized as:
1.	3GPP has defined NF set concept and related mechanisms to fulfil the restoration requirements, there is no need to develop additional mechanisms.
2.	Is there anything can be improved for the existing 5GC restoration solution?
3.	In the deployment where NF set concept is not adopted, what are the issues need to be addressed regarding restoration?
This discussion paper is aiming to answer the comments/questions above.

2. Discussion

2.1 Is there a need of study on restoration solutions not based on NF set?

Though 3GPP has been working on NF set concept and related mechanisms for quite a while, there is one truth which must be taken into account, which is the NF set is NOT the only deployment manner of 5GC. Operators may choose to deploy their networks in NF set or not due to kinds of reasons, such as:
-	The NF set concept has a limitation that all NF instances have to be from the same vendor, for some of the very key NF types e.g. NRF, the operator may deploy NF instances from different vendors as backup to each other, this can reduce the risk of NF out of service due to software bugs.
-	Historical reason. Though the NF set concept has been there since the very early release of 5G, the related solutions such as binding mechanism was well developed recently, NFs deployment not based on NF set is already in the field.
From the standardization point of view, since the NF set is not a mandatory deployment option, the technical solutions for restoration should also consider other deployment options e.g. primary/secondary backup.

2.2 Is there anything can be improved for the existing 5GC restoration solution?

Issue-1: The PCF reselection is performed for each PDU session on PCF failure.
During the study of 5GC deployment, one problem with Binding information update in PCF restoration scenario has been identified:
[image: ]
Figure-1 One example deployment of PCF supporting diameter and SBI
In the above deployment, PCF-1~PCF-3 support both Diameter and SBI, and they are planned as backup to each other. AF-1 supports N5 interface and AF-2 supports Rx interface.

During the PDU session establishment the PCF registers Binding information to the BSF. If later on the AF needs to provision service information of a certain PDU session the AF will query BSF for the corresponding PCF. When the PCF is on failure, the AF needs to reselect a new PCF. Though the newly selected PCF can update the Binding information in the BSF, since the binding information creation and update is per PDU session, the AF has to perform a reselection for each Rx/N5 request subject to different PDU sessions. The procedure shown in Figure-2 will be performed for every PDU session impacted by the PCF failure.


Figure-2 PCF reselection procedure

Issue-2: Finer granularity of UPF failure detection
The PFCP heartbeat mechanism facilitates UPF failure detection. However this can only detects the UPF failure at node level. In the 5G deployment, especially for the enterprise scenarios, a finer granularity of UPF failure detection is needed. 

In the example case shown in Figure-3, UPF-1 and UPF-2 are deployed for enterprise services. Enterprise-1 has subscribed to slice-1 and Enterprise-2 has subscribed to slice-2. The data is transmitted between UPFs and enterprises via L2TP tunnels respectively. Upon the failure of L2TP tunnel b/w UPF-1 and enterprise-2, UPF-1 shall not be selected if the PDU session is subject to slice-2, while UPF-1 can still be selected for PDU session subject to slice-1. Current mechanism does not support UPF failure at this granularity.
[image: ]
Figure-3 Example case of UPF deployment with L2TP tunnels to enterprises

2.3 Issues identified regarding 5GC restoration in non_NF_set_based_deployment

In the deployment which is not based on NF set concept, the one-to-one backup or one-to-many backup is usually adopted, where:
-	there is no shared context among the NF instances
-	the backup NF instance is pre-determined 
The restoration mechanism for such kind of deployment has not been well specified. The following issues need to be studied.

Issue-3: NRF load migration after NRF recovery
Due to network planning and network maintenance reasons, the operator may require each given NF to register to a primary NRF respectively unless the primary NRF is on failure. During the failure of the primary NRF, the NF will register to the secondary NRF, and after the primary NRF recovers, the NF should be migrated from the secondary NRF to the primary NRF, where the NF needs to deregister from the secondary NRF and re-register to the primary NRF. There are two problems in this scenario:
-	When the NF deregisters from the secondary NRF, the secondary NRF will send notification to the NF consumers who have subscribed to the NF status from the secondary NRF, the NF consumers will then consider that NF unavailable and not issue service request towards that NF.
-	The NF consumers are not aware of that the migration of a particular NF has been done, and the NF consumer should subscribe to the NF profile from the primary NRF (again).

Issue-4: Backup NF information conveyance
It is very common to deploy the network entities in one-to-one backup manner, which means one NF instance has a determined NF instance as backup. This is supported for AMF, where one AMF may explicitly register a backup AMF in the NRF, and in the relevant procedures the backup AMF information can be conveyed. However the similar mechanism is not yet defined for other kinds of NFs. 


2.4 Potential solutions for the identified issues

Potential solution for issue-1:

To address the issue caused by the fact that binding information is per PDU session, the BSF may perform a bulk binding information update upon PCF failure.



Potential solution for issue-2:

PFCP may be extended to support finer granularity of UPF failure. 

Potential solution for issue-3:

During the migration of NF from secondary NRF to primary NRF, an indication may be included in the deregistration request sent to the secondary NRF. If the deregistration request containing such indication is received, the NRF will not send NF deregistration notification, instead it sends a newly defined notification telling the NF consumer that the NF has been migrated to the primary NRF.


Potential solution for issue-4:

The basic idea is to mimic solutions for backup AMF, but need to study case by case.
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