

	
[bookmark: _GoBack]3GPP TSG-CT WG4 Meeting #105-e	C4-214053
E-Meeting, 17th – 27th August 2021

Source:	Orange
Title:	Pseudo-CR on clarifications on the DNS based solutions
Spec:	3GPP TR 29.941 v1.0.1
Agenda item:	6.1.4
Document for:	Approval

1. Introduction
This contribution aims to clarify the assumptions used in the different DNS based solutions.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.941v1.0.1.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc56624205][bookmark: _Toc57018101][bookmark: _Toc57272063][bookmark: _Toc57272168][bookmark: _Toc57272271][bookmark: _Toc57272497][bookmark: _Toc57285021][bookmark: _Toc57983669][bookmark: _Toc63666203][bookmark: _Toc66105027][bookmark: _Toc66106900][bookmark: _Toc66462557][bookmark: _Toc70082185][bookmark: _Toc70927193][bookmark: _Toc73782015]4.2.2.2	Detailed description
The proposed solution is based on the following assumptions:
-	A listening port is locally assigned to a service application hosted in a node;
-	The DNS server of the domain is updated with the resource records of the service application (configured hostnames, node's IP addresses, locally assigned port numbers, service names supported, etc.);
-	The service application client implements a DNS resolver.
To set-up a transport connection with the application server, the following steps apply:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS-SD PTR lookup (see IETF RFC 6763 [13]) for the name:
<Service>.<Domain>
NOTE 1:	the domain name in which the service instances have to be discovered is either configured in the client or derived from service-specific information e.g. IMSI/SUPI, PLMN-Id, etc.3	The DNS query is sent to the conventional unicast DNS server.
4	The result of the DNS-SD's PTR lookup is a set of zero or more PTR records giving the list of available instances in the form of Service Instance Names:
Service Instance Name = <Instance>.<Service>.<Domain>
In which the <Instance> portion is a user-friendly name, consisting of arbitrary Net-Unicode text, as defined in IETF RFC 6763 [13].
When at least one PTR record is present in the DNS response, the following additional records are included in the DNS response:
-	The SRV record(s) for each Service Instance Name listed in the PTR record(s), providing the port number and target host name of the Service Instance Name.
-	All address records (type "A" and "AAAA") for the target host name listed in the SRV record(s).
-	The TXT record(s) containing a single zero octet (i.e., a single empty string.) for each Service Instance Name named in the PTR record(s). 
NOTE 2:	DNS clients are able of functioning correctly with DNS servers (and Multicast DNS Responders) that fail to generate these additional records automatically, by issuing subsequent queries for any further record(s) they require. 
NOTE 3:	As described in IETF RFC 6763 [13], TXT record(s) containing a single zero octet indicate that there is no additional data for the given Service Instance 
5	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.:
-	Lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	Instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 4:	It is recommended to give the same weight to all the instances with the same priority.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
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The proposed solution is based on the following assumptions:
-	A listening port is locally assigned to a service application hosted in a node;
-	The DNS server of the domain is updated with the resource records of the service application (configured hostnames, node's IP addresses, locally assigned port numbers, service names supported, etc.);
-	The service application client implements a DNS resolver.
To set-up a transport connection with the application server, the following steps apply:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS SRV lookup (see IETF RFC 6763 [13]) for the name:
<Service>.<Domain>
NOTE 1:	the domain name in which the service instances have to be discovered is either configured in the client	or derived from service-specific information e.g. IMSI/SUPI, PLMN-Id, etc. See 3GPP TS 23.003.
3	The DNS query is sent to the conventional unicast DNS server.
4	The result of the DNS SRV lookup is a set of zero or more SRV records providing the port number and host name of the target nodes supporting the service. All address records (type "A" and "AAAA") for the target host name listed in the SRV record are also provided:
NOTE 2:	DNS clients are able of functioning correctly with DNS servers that fail to generate these additional A/AAAA records automatically, by issuing subsequent queries for any further record(s) they require. 
5	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.:
-	Lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	Instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 3:	It is recommended to give the same weight to all the instances with the same priority.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
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The proposed solution is based on the following assumptions:
-	A listening port is locally assigned to a service application hosted in a node;
-	The application server implements a Multicast DNS responder listening for DNS queries on the UDP port 5353
-	the application client implements either a full Multicast DNS resolver sending DNS queries from the UDP source port 5353 or a minimal Multicast DNS resolver (light enhancement of a legacy DNS resolver) sending DNS queries from high-numbered ephemeral UDP source port.
To set-up a transport connection with the SCTP application server, the following steps apply:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution#1, see clause 4.2.2.2) or SRV lookup (solution#2, see clause 4.2.3.2) for the name:
<Service>.local.
3	DNS queries are sent to the mDNS IPv4 link-local multicast address 224.0.0.251 or mDNS IPv6 link-local multicast address FF02::FB, to UDP destination port 5353 and using as UDP source port either:
-	port 5353 if the client supports a fully compliant mDNS resolver; or
-	a high-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE 1:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4	A node receiving the mDNS request and supporting the desired service shall provide in the response its own DNS records as described in clauses 4.2.2.2 (solution#1) and 4.2.3.2 (solution#2).
5	The DNS response is either unicast to the source IP address of the DNS querier, or the response is multicast on the local link.
NOTE 2:	DNS querier can asked for unicast response by setting the unicast-response bit, the top bit in the class field of a DNS question.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
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4.2.5.2	Detailed description
The proposed solution is based on the following assumptions:
-	A listening port is locally assigned to a service application hosted in a node;
-	The application server implements a Multicast DNS responder listening for DNS queries on the UDP port 5353
-	the application client implements either a full Multicast DNS resolver sending DNS queries from the UDP source port 5353 or a minimal Multicast DNS resolver (light enhancement of a legacy DNS resolver) sending DNS queries from high-numbered ephemeral UDP source port.
To set-up a transport connection with the application server, the following steps apply:
1	The client is configured with:
-	An IANA registered service name <Service> identifying a specific service and the application protocol used to support the service;
-	The IP address of the target node.
2	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution#1, see clause 4.2.2.2) or SRV lookup (solution#2, see clause 4.2.3.2) for the name:
<Service>.local.
3	DNS queries are sent to the unicast IP address of the target node configured in the client, to UDP destination port 5353 and using as UDP source port either:
-	Port 5353 if the client supports a fully compliant mDNS resolver; or
-	High-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4	A node receiving the mDNS request and supporting the desired service will provide in the response its own DNS records as described in clause 4.2.2.2 (solution#1) and 4.2.3.2 (solution#2).
5	The DNS response is unicast to the source IP address of the DNS querier.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
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