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1. Reason for Change
During the Conference Call #2 on 15 April, CT4 agreed to copy-paste all pursued solutions as they are documented in TR 29.835 into TR 29.941. The only exception is, clauses titles 'Impacts' are not necessary for TR 29.941 and therefore were not copy-pasted. 
This pCR is a merger of pCRs in C4-212054-59.
RFC references in TR 29.941 are sorted by RFC numbers.  
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.941v0.1.1.
[bookmark: _Hlk61529092]
*******
* * * First Change * * * *
[bookmark: _Toc52362726][bookmark: _Toc68093651][bookmark: _Toc68093658][bookmark: _Toc68093661]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TR 29.835: "Study on Port Number Allocation Alternatives for New 3GPP Interfaces".
[3]	IETF RFC 793: "Transmission Control Protocol".
[4]	IETF RFC 1078: "TCP Port Service Multiplexer (TCPMUX)"
[5]	IETF RFC 2782: "A DNS RR for specifying the location of services (DNS SRV)".
[6]	IETF RFC 4960: "Stream Control Transmission Protocol".
[7]	IETF RFC 5226: "Guidelines for Writing an IANA Considerations Section in RFCs".
[8]	IETF RFC 6066: "Transport Layer Security (TLS) Extensions: Extension Definitions".
[9]	IETF RFC 6083: "Datagram Transport Layer Security (DTLS) for Stream Control Transmission Protocol (SCTP)".
[10]	IETF RFC 6335: "Internet Assigned Numbers Authority (IANA) Procedures for the Management of the Service Name and Transport Protocol Port Number Registry".
[11]	IETF RFC 6347: "Datagram Transport Layer Security Version 1.2".
[12]	IETF RFC 6762: "Multicast DNS".
[13]	IETF RFC 6763: "DNS-Based Service Discovery".
[14]	IETF RFC 7301: "Transport Layer Security (TLS) Application-Layer Protocol Negotiation Extension".
[15]	IETF RFC 7605: "Recommendations on Using Assigned Transport Port Numbers".
[16]	IETF RFC 7805: "Moving Outdated TCP Extensions and TCP-Related Documents to Historic or Informational Status".
[17]	IETF RFC 8126: "Guidelines for Writing an IANA Considerations Clause in RFCs".
[18]	IETF RFC 8446: "The Transport Layer Security (TLS) Protocol Version 1.3".
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
It is preferred that the reference to 21.905 be the first in the list.

* * * 2nd Change * * * *
[bookmark: _Toc69395482]4	Selected Solutions
[bookmark: _Toc69395483]4.1	General
[bookmark: _Toc69395484]4.2	DNS based solutions#1-4
[bookmark: _Toc69395485]4.2.1	General
[bookmark: _Toc69395486]4.2.2	Solution#1: DNS-SD based solution
[bookmark: _Toc69395487]4.2.2.1	GeneralDescription
The DNS-based Service Discovery (DNS-SD) (see IETF RFC 6763 [13]) allows clients to discover one or multiple nodes in the network supporting a specific service, the application protocol and the transport protocol used for accessing the service, using standard DNS queries sent to a conventional unicast DNS server available in the network.
In 3GPP networks, any IP-based interface can been considered as a specific service provided by a node on a given IP address and an IP port number. By identifying an interface with a unique service name, the DNS-based Service Discovery (DNS-SD) can be used by clients to discover the IP port number used by a remote node for a given interface.
In this proposed solution, it is assumed that a conventional unicast DNS server is available in the network. When a node is activated in the network, the service application is assigned with any available port from either the User Port number range [1024-49151] or the Dynamic/Private Port range [49152 - 65535]. The DNS server of the domain needs to be updated with the node's DNS records (configured hostnames, IP addresses, locally assigned port numbers, service names supported, etc.). This update can be done manually by the network administrator or done automatically by the node with mechanisms such as Dynamic DNS (DDNS).
The name of the service supported by a given 3GPP interface is registered to IANA. It consists of a pair of DNS labels separated by a dot, following the convention already established for SRV records (IETF RFC 2782 [5]).
-	The first label of the pair is an underscore character followed by an IANA registered Service Name (IETF RFC 6335 [10]). 
-	The second label is either "_tcp" (for application protocols that run over TCP) or "_udp" (for application protocols that run over any transport protocol other than TCP).
Service names are assigned by IANA on a "first come, first served" basis, as described in Clause 8.1 of IETF RFC 6335 [10]. There is no substantive review of the request, other than to ensure that it is well-formed and doesn't duplicate an existing assignment. The assignment of a standard service name is therefore straightforward.
For new service names registered by 3GPP, the Service Name will start with "3gpp-", followed by a name identifying the application protocol defined by 3GPP. This name will likely be the acronym used to identify the protocol in 3GPP specifications.
[bookmark: _Toc56624205][bookmark: _Toc57018101][bookmark: _Toc57272063][bookmark: _Toc57272168][bookmark: _Toc57272271][bookmark: _Toc57272497][bookmark: _Toc57285021][bookmark: _Toc57983669][bookmark: _Toc63666203][bookmark: _Toc66105027][bookmark: _Toc66106900][bookmark: _Toc66462557]4.2.2.2	Detailed description
The proposed solution is based on the following assumptions:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS-SD PTR lookup (see IETF RFC 6763 [13]) for the name:
<Service>.<Domain>
3	The DNS query is sent to the conventional unicast DNS server.
4	The result of the DNS-SD's PTR lookup is a set of zero or more PTR records giving the list of available instances in the form of Service Instance Names:
Service Instance Name = <Instance>.<Service>.<Domain>
In which the <Instance> portion is a user-friendly name, consisting of arbitrary Net-Unicode text, as defined in IETF RFC 6763 [13].
When at least one PTR record is present in the DNS response, the following additional records are included in the DNS response:
-	The SRV record(s) for each Service Instance Name listed in the PTR record(s), providing the port number and target host name of the Service Instance Name.
-	All address records (type "A" and "AAAA") for the target host name listed in the SRV record(s).
-	The TXT record(s) containing a single zero octet (i.e., a single empty string.) for each Service Instance Name named in the PTR record(s). 
NOTE 1:	DNS clients are able of functioning correctly with DNS servers (and Multicast DNS Responders) that fail to generate these additional records automatically, by issuing subsequent queries for any further record(s) they require. 
NOTE 2:	As described in IETF RFC 6763 [13], TXT record(s) containing a single zero octet indicate that there is no additional data for the given Service Instance 
5	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.:
-	Lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	Instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 3:	It is recommended to give the same weight to all the instances with the same priority.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624207][bookmark: _Toc57018103][bookmark: _Toc57272065][bookmark: _Toc57272170][bookmark: _Toc57272273][bookmark: _Toc57272499][bookmark: _Toc57285023][bookmark: _Toc57983671][bookmark: _Toc63666205][bookmark: _Toc66105029][bookmark: _Toc66106902][bookmark: _Toc66462559]4.2.2.3	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Limit the need for manual configuration.
-	Leveraging on a proven DNS infrastructure and mature technology.
-	The "_tcp" and "_udp" subdomains can be delegated to a dedicated DNS server.
Cons:
-	Rely on the availability of a DNS infrastructure.
-	3GPP nodes need to implement a DNS resolver in order to discover interfaces supported by other nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.
[bookmark: _Toc69395488]4.2.3	Solution#2: Service discovery using DNS SRV records
[bookmark: _Toc69395489]4.2.3.1	GeneralDescription
This is an alternative to solution#1 in which there is only one logical instance of service <Service> and all clients are expected to use that one logical instance. Of course, the logical instance can be load-shared across multiple nodes, but all the nodes provide an equivalent service.
In this proposed solution, to discover the list of available service instances, the client performs a simple SRV lookup (see IETF RFC 2782 [5]) instead of a PTR lookup in solution#1:
The result of the SRV lookup is SRV record(s) providing the port number and target host name of the nodes supporting the service. All address records (type "A" and "AAAA") for the target host name listed in the SRV record are also provided.
[bookmark: _Toc56624210][bookmark: _Toc57018106][bookmark: _Toc57272068][bookmark: _Toc57272173][bookmark: _Toc57272276][bookmark: _Toc57272502][bookmark: _Toc57285026][bookmark: _Toc57983674][bookmark: _Toc63666208][bookmark: _Toc66105032][bookmark: _Toc66106905][bookmark: _Toc66462562]4.2.3.2	Detailed description
The proposed solution is based on the following assumptions:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS SRV lookup (see IETF RFC 6763 [13]) for the name:
<Service>.<Domain>
3	The DNS query is sent to the conventional unicast DNS server.
4	The result of the DNS SRV lookup is a set of zero or more SRV records providing the port number and host name of the target nodes supporting the service. All address records (type "A" and "AAAA") for the target host name listed in the SRV record are also provided:
NOTE 1:	DNS clients are able of functioning correctly with DNS servers that fail to generate these additional A/AAAA records automatically, by issuing subsequent queries for any further record(s) they require. 
5	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.:
-	Lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	Instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 3:	It is recommended to give the same weight to all the instances with the same priority.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624212][bookmark: _Toc57018108][bookmark: _Toc57272070][bookmark: _Toc57272175][bookmark: _Toc57272278][bookmark: _Toc57272504][bookmark: _Toc57285028][bookmark: _Toc57983676][bookmark: _Toc63666210][bookmark: _Toc66105034][bookmark: _Toc66106907][bookmark: _Toc66462564]4.2.3.3	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Limit the need for manual configuration.
-	Leveraging on a proven DNS infrastructure and mature technology.
-	The "_tcp" and "_udp" subdomains can be delegated to a dedicated DNS server.
Cons:
-	Rely on the availability of a DNS infrastructure.
-	3GPP nodes need to implement a DNS resolver in order to discover interfaces supported by other nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes. 
[bookmark: _Toc69395490]4.2.4	Solution#3: Use of multicast address on local link
[bookmark: _Toc69395491]4.2.4.1	GeneralDescription
This is an alternative to solution#1 and solution#2 in the absence of DNS server in the domain.
Multicast DNS (mDNS) (see IETF RFC 6762 [12]) provides the ability to perform DNS-like operations on the local link in the absence of any conventional Unicast DNS server. DNS queries are multicasted on a local link and any node receiving the query responds with a unicast packet directed back to the querier if it supports the service requested by the querier. The response can also be multicasted on local link, all the nodes on this local link being updated at the same time.
Multicast DNS can provide zero-configuration operation -- just connect a DNS-SD/mDNS device, and its services are advertised on the local link with no further user interaction.
[bookmark: _Toc56624215][bookmark: _Toc57018111][bookmark: _Toc57272073][bookmark: _Toc57272178][bookmark: _Toc57272281][bookmark: _Toc57272507][bookmark: _Toc57285031][bookmark: _Toc57983679][bookmark: _Toc63666213][bookmark: _Toc66105037][bookmark: _Toc66106910][bookmark: _Toc66462567]4.2.4.2	Detailed description
The proposed solution is based on the following assumptions:
1	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution#1) or SRV lookup (solution#2) for the name:
<Service>.local.
3	DNS queries are sent to the mDNS IPv4 link-local multicast address 224.0.0.251 or mDNS IPv6 link-local multicast address FF02::FB, to UDP destination port 5353 and using as UDP source port either:
-	port 5353 if the client supports a fully compliant mDNS resolver; or
-	a high-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE 1:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4	A node receiving the mDNS request and supporting the desired service shall provide in the response its own DNS records as described in clauses 4.2.2 (solution#1) and 4.2.3 (solution#2).
5	The DNS response is either unicast to the source IP address of the DNS querier, or the response is multicast on the local link.
NOTE 2:	DNS querier can asked for unicast response by setting the unicast-response bit, the top bit in the class field of a DNS question.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624217][bookmark: _Toc57018113][bookmark: _Toc57272075][bookmark: _Toc57272180][bookmark: _Toc57272283][bookmark: _Toc57272509][bookmark: _Toc57285033][bookmark: _Toc57983681][bookmark: _Toc63666215][bookmark: _Toc66105039][bookmark: _Toc66106912][bookmark: _Toc66462569]4.2.4.3	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Little or no administration or configuration to set the nodes up
-	Work when no DNS infrastructure is present
-	Can be used also during DNS infrastructure failures
Cons:
-	All the nodes have to be on the same logical local network.
-	(Minimal) Multicast DNS resolvers and Multicast DNS responders have to be implemented in the nodes.
-	Additional traffic with multicast queries and responses.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.
[bookmark: _Toc69395492]4.2.5		Solution#4: Direct unicast DNS queries to the target node
[bookmark: _Toc69395493]4.2.5.1	GeneralDescription
This is an alternative to solution#3 when there is no DNS server and the target node can be outside the local link.
In this proposed solution, instead of relying on Multicast DNS queries sent on the local link, the client sends its DNS query via unicast directly to the node, using the destination port 5353. The IP address of the target node is discovered by configuration.
The node receiving the unicast DNS query and supporting the desired service answers via with a unicast packet directed back to the client, using the source IP address and port of the received DNS query.
[bookmark: _Toc56624220][bookmark: _Toc57018116][bookmark: _Toc57272078][bookmark: _Toc57272183][bookmark: _Toc57272286][bookmark: _Toc57272512][bookmark: _Toc57285036][bookmark: _Toc57983684][bookmark: _Toc63666218][bookmark: _Toc66105042][bookmark: _Toc66106915][bookmark: _Toc66462572]4.2.5.2	Detailed description
The proposed solution is based on the following assumptions:
1	The client is configured with:
-	An IANA registered service name <Service> identifying a specific service and the application protocol used to support the service;
-	The IP address of the target node.
2	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution#1) or SRV lookup (solution#2) for the name:
<Service>.local.
3	DNS queries are sent to the unicast IP address of the target node configured in the client, to UDP destination port 5353 and using as UDP source port either:
-	Port 5353 if the client supports a fully compliant mDNS resolver; or
-	High-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4	A node receiving the mDNS request and supporting the desired service will provide in the response its own DNS records as described in clause 4.2.2 (solution#1) and 4.2.3 (solution#2).
5	The DNS response is either unicast to the source IP address of the DNS querier.
6	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624222][bookmark: _Toc57018118][bookmark: _Toc57272080][bookmark: _Toc57272185][bookmark: _Toc57272288][bookmark: _Toc57272514][bookmark: _Toc57285038][bookmark: _Toc57983686][bookmark: _Toc63666220][bookmark: _Toc66105044][bookmark: _Toc66106917][bookmark: _Toc66462574]4.2.5.3	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Minimal administration or configuration to set the nodes up
-	Work when no DNS infrastructure is present
-	Can be used also during DNS infrastructure failures
Cons:
-	(Minimal) Multicast DNS resolvers and Multicast DNS responders have to be implemented in the nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.
-	The signalling between the client and the target node outside the local link shall be protected with confidentiality, integrity and replay protection, using for instance IPsec.
[bookmark: _Toc69395494]4.2.6	Guidelines for DNS based solutions#1-4
[bookmark: _Toc69395495]4.3	SCTP based solution#5 – SCTP Multiplexer (Port)
[bookmark: _Toc69395496]4.3.1	General
The TCP Port Service Multiplexer (TCPMUX) is defined in IETF RFC 1078 [4]. The specification describes a multiplexing service that may be accessed with a network protocol to contact any one of a number of available TCP services of a host on a single, well-known port number.
The same principle is applied to SCTP applications.
An SCTP (IETF RFC 4960 [6]) packet is composed of a common header and chunks. 
The SCTP common header contains:
-	The SCTP Source Port Number that can be used by the receiver in combination with the source IP address, the SCTP destination port, and possibly the destination IP address to identify the association to which this packet belongs.
-	The SCTP Destination Port Number that can be used by the receiving host to de-multiplex the SCTP packet to the correct receiving endpoint/application.
A SCTP chunk represents a protocol message, which can be used by the protocol itself or can contain user data. User data are contained in DATA chunks that include a Payload Protocol Identifier. The Payload Protocol Identifier is used to identify the application which uses the services of SCTP.
As it is contained in each DATA chunk, the Payload Protocol Identifier identifies the protocol being carried over SCTP independently of the port numbers being used. The Payload Protocol Identifier can be used therefore to de-multiplex the SCTP packet to the correct receiving endpoint/application above SCTP instead of the SCTP Destination Port Number.
The proposed solution based on the Payload Protocol Identifier parsing would then allow to contact multiple applications on a single well-known STCP port using the SCTP Payload Protocol Identifier instead of requesting IANA for allocation of a new well-known SCTP number each time a new application is defined.
The SCTP multiplexer is implemented as a stand-alone process above the SCTP layer, listening at the well-known SCTP port, used to initiate and manage associations with remote SCTP endpoints and distribute received SCTP messages to upper-layer applications based on the Payload Protocol Identifier. From the SCTP layer, the SCTP multiplexer is seen as a regular SCTP user. There is no impact on the SCTP stack.
The well-known port can be:
-	The port already allocated for TCPMUX (port 1);
-	A port already allocated for another SCTP application defined by 3GPP;
-	A new port dedicated to SCTP multiplexing allocated in a port range locally administrated by 3GPP.
-	A new port dedicated to SCTP multiplexing allocated by IANA.
In the figure below, a single SCTP host is supporting 4 new applications in addition of an existing W1 application. The port number used to identify the multiplexer is 47002 (given only as possible unassigned User Port that can be used).


Figure 6.8.1-1: SCTP server-side illustration for SCTP Multiplexer (port)
When DTLS over SCTP, as described in IETF RFC 6083 [9], is used to provide mutual authentication, integrity protection, replay protection and confidentiality protection, only SCTP user data are integrity protected and encrypted using DTLS. The Payload Data (DATA) header, in which the SCTP Payload Protocol Identifier is indicated, is therefore sent as clear text. The SCTP Multiplexer can still use the SCTP Payload Protocol Identifier to distribute SCTP messages to upper-layer applications. Moreover, the SCTP associations being managed by the SCTP Multiplexer and the DTLS connections being handled by the applications (identified by the SCTP Payload Protocol Identifier) above the SCTP Multiplexer, it is possible to have multiple DTLS connections over a the same SCTP association, one DTLS connection per application (or per SCTP Payload Protocol Identifier).
In the figure below, a single SCTP host is supporting 4 new applications in addition of an existing W1 application. The port number used to identify the multiplexer is 47002 (given only as possible unassigned User Port that can be used). DTLS over SCTP is used to provide communications privacy for applications above the SCTP Multiplexer.


Figure 6.8.1-2: SCTP server-side illustration for SCTP Multiplexer (port) with used of DTLS over SCTP
[bookmark: _Toc56624225][bookmark: _Toc57018121][bookmark: _Toc57272083][bookmark: _Toc57272188][bookmark: _Toc57272291][bookmark: _Toc57272517][bookmark: _Toc57285041][bookmark: _Toc57983689][bookmark: _Toc63666223][bookmark: _Toc66105047][bookmark: _Toc66106920][bookmark: _Toc66462577]4.3.2	Detailed description
The proposed solution is based on the following assumptions:
The server implements an SCTP multiplexer that can serve multiple applications on a single well-known STCP port.
The client is configured with the IP address of the server to contact and use the well-known STCP port associated to the SCTP multiplexer.
1	The client sends an INIT signal to the SCTP multiplexer on the dedicated port to initiate an association.
2	On receipt of the INIT signal, the SCTP multiplexer sends an INIT-ACK response to the client. This INIT-ACK signal contains a state cookie.
3	On receipt of this INIT-ACK signal, the client sends a COOKIE-ECHO response, which just echoes the state cookie.
4	After verifying the authenticity of the state cookie, the SCTP multiplexer then allocates the resources for the association, sends a COOKIE-ACK response acknowledging the COOKIE-ECHO signal, and the association is said ESTABLISHED.
5	The client can send to the SCTP multiplexer user data encapsulated within SCTP DATA chunks, each DATA chunk including a Payload Protocol Identifier identifying the requested application.
6	The SCTP multiplexer checks the Payload Protocol Identifier.
a	If the Payload Protocol Identifier is supported i.e., there is an internal process that supports the requested application, the SCTP multiplexer delivers the user data to the correct receiving application. The reception of the DATA chunk is then acknowledged by a SACK chunks and protocol data exchange between the client and the application behind the SCTP multiplexer can continue.
b	If the Payload Identifier is not supported i.e., there is no internal process that supports the requested application, the SCTP multiplexer will abort the created SCTP association, sending an ABORT chunk to the client that contains a User-Initiated Abort cause code (12). A specific Upper Layer Abort Reason (e.g. "Unsupported Payload Protocol Identifier") can also be included and be delivered to the upper-layer protocol at the peer.
[bookmark: _Toc56624227][bookmark: _Toc57018123][bookmark: _Toc57272085][bookmark: _Toc57272190][bookmark: _Toc57272293][bookmark: _Toc57272519][bookmark: _Toc57285043][bookmark: _Toc57983691][bookmark: _Toc63666225][bookmark: _Toc66105049][bookmark: _Toc66106922][bookmark: _Toc66462579]4.3.3	Pros and cons
Pros:
-	Multiple SCTP applications can be run on the same port.
-	Minimal administration or configuration to set the nodes up.
-	Does not rely on DNS infrastructure.
Cons:
-	An SCTP multiplexer process needs to be implemented in servers.
-	Only applicable to protocols carried over SCTP.
-	Need for IANA port number allocation if the one assigned to TCPMUX is not reused.
-	Need for a 3GPP-managed port allocation if the port used for SCTP multiplexer is neither the one for TCPMUX nor one allocated by IANA.
-	Not possible to use the port number to distinguish SCTP applications.
[bookmark: _Toc69395498]4.3.52	Guidelines for SCTP based solution#5
* * * 3rd Change * * * *
[bookmark: _Toc69395507]4.6	Port Registration and Retrieval via NRF solution#8
[bookmark: _Toc69395508]4.6.1	General
This is an alternative solution which allows port information registration to the NRF and port information retrieval from the NRF. This solution is applicable for those NFs have entry in the NRF and provide specific protocols for non-SBI interfaces.
This solution is mostly used to register port numbers for 3GPP interface applications whose port numbers are not allocated by IANA. It is recommended that the port number for 3GPP interface applications should be allocated from User Port number range [1024-49151] or from Dynamic/Private Port range [49152 - 65535]. 
To avoid potential port clash, an operator shall investigate the port numbers used by existing interfaces/applications hosted by an NF before deploying that NF, and thus determine one port number to be used and registered. Other mechanisms to detect and remove the port clash (e.g. described in clause 4.4 and 4.5 for silution#6 and solution#7, respectively) may also be used if necessary.
[bookmark: _Toc69395509]4.6.2	Detailed description
Normally, same port number is allocated to a group of NFs hosting the same protocol. However, different port numbers may be allocated for same protocol per NF Types, NF Sets, or even per NF instance.
To configure port numbers in the NRF, a data type of PortInfo is defined to carry a list of port record, and each port record indicates the port number and related protocol type. A PortInfo is included in the NF Profile to register the protocol and associated port numbers used by the NF. One PortInfo instance can be shared by multiple NFs which have the same NF type or belong to same NF Set. If one NF needs to be configured with different port number than other NFs using the same protocol, the NF can be configured with its own PortInfo.
A requesting NF thus can use the NF Discovery service to retrieve the port number of a specific protocol, by indicating the protocol type. Other parameters such as NF type, NF Set ID, or NF Instance ID may also be provided as discovery parameter.
[bookmark: _Toc56624252][bookmark: _Toc57018148][bookmark: _Toc57272110][bookmark: _Toc57272215][bookmark: _Toc57272318][bookmark: _Toc57272544][bookmark: _Toc57285068][bookmark: _Toc57983716][bookmark: _Toc63666250][bookmark: _Toc66105074][bookmark: _Toc66106947][bookmark: _Toc66462604]4.6.3	Pros and cons
Pros:
-	Reuse NRF mechanism for port configuration and retrieval.
-	Port number for a protocol can be configured at granularity of NF type, NF Set, or individual NF instance.
Cons:
-	This solution relies on NRF mechanism, and is more applicable to non-SBI interfaces hosted by core network NFs.
-	If this solution is used for RAN interfaces, the RAN node may need to support SBI interface to a localized NRF.
-	The use cases for the NRF based solution will be reduced to non-roaming core network interfaces.
[bookmark: _Toc69395510][bookmark: _GoBack]4.6.53	Guidelines for Port Registration and Retrieval via NRF solution#8

* * * End of Changes * * * *
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