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1. Introduction
This contribution discusses different L2TP implementation models:
A) Model A: The UP Function is located in operator network domain, and the L2TP tunnel parameters are locally configured in the CP Function.
B) Model B: The L2TP tunnel parameters are stored in external entity (e.g. Radius / AAA server), and the CP Function needs to retrieves such parameters from external entity.
C) Model C: The UP Function is located in private network, and the L2TP tunnel parameters are locally configured in the UP Function.
For all the above L2TP implementation models, the CP Function needs to determine whether L2TP tunnel is required for the PDN connection / PDU session. It can be done based on the attribute of APN/DNN/S-NSSAI, either locally configured in the CP Function, or retrieved from the subscription data.
For model C, as the UP Function knows detailed L2TP tunnel parameters, it is no need for the CP Function to provide L2TP tunnel parameters to the UP Function.
2. Proposal
It is proposed to agree the following changes to 3GPP TR29.820 v0.4.0.


* * * Begin of Changes * * * *
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5.6.1.1	General
L2TP (L2TPv2 described in RFC 2661/L2TPv3 described in RFC 3931) started off as an extension to the PPP model by allowing the L2 and PPP endpoints to reside on different devices interconnected by a packet-switched network. With L2TP, a user has an L2 connection to an access concentrator (e.g. modem bank, ADSL, DSLAM, etc), and the concentrator then tunnels individual PPP frames to the Network Access Server (NAS).
L2TP involves the following concepts:
-	L2TP Access Concentrator (LAC)
	A node that acts as one side of an L2TP tunnel endpoint and is a peer to the L2TP Network Server (LNS). The LAC sits between an LNS and a remote system and forwards packets to and from each.
-	L2TP Network Server (LNS)
	A node that acts as one side of an L2TP Tunnel endpoint and is a peer to the LAC. It is the logical termination point of a PPP session that is being tunneled from the remote system by the LAC.
-	Network Access Server (NAS)
	A device providing local network access to users across a remote access network (e.g. PSTN). A NAS may also serve as a LAC, LNS or both.
Figure 5.6.1.1-1 describes a typical L2TP scenario to tunnel PPP frames between the remote system and an LNS located at a home LAN. The remote system initiates a PPP connection across the PSTN cloud to a LAC. The LAC then tunnels the PPP connection across the internet/frame relay/ATM cloud to an LNS, whereby access to a Home LAN is obtained. 


Figure 5.6.1.1-1: Typical L2TP Scenario
The L2TP control connection (L2TP Tunnel) setup messages (SCCRQ: Start-Control-Connection-Request, SCCRP: Start-Control-Connection-Reply, SCCCN: Start-Control-Connection-Connected, ZLB Ack: Zero-Length Body Acknowledge) are described below. The control connection can be teardown with StopCCN and ZLB Ack messages.


Figure 5.6.1.1-2: L2TP Control Connection Setup
After control connection is started, the tunnel authentication takes place and the tunnel is established. The L2TP session establishment phase occurs with message exchanges (ICRQ: Incoming-Call-Request, ICRP: Incoming-Call-Reply, ICCN: Incoming-CAll-Connected, ZLB Ack: Zero-Length Body Acknowledge) as described below. 
The session connection can be teardown with CDN and ZLB Ack (Zero-Length Body Acknowledge) messages. Finally, the LNS triggers normal AAA or PPP authentication for the RADIUS server. 


Figure 5.6.1.1-3: L2TP Session Establishment
With 5G, more focus is on the industrial applications of mobile networks, and the use of L2TP and its practice is expected to become even more common. The current ideology is that L2TP (mostly version 2/L2TPv2) is still prevalent in the existing operator networks (by reusing existing infrastructure from old dial-up connectivity), where it is possible for the UE to connect directly to the corporate network. In other words, this protocol (i.e. L2TPv2) is probably still used by many operators (in their LNS) to establish secured connection from the UE all the way into a third-party network, for example a corporate network. In addition, with mode corporate customers (like manufacturing, IoT, etc.), the need for L2TP (and similar) is believed to increase further. 
A scenario of using L2TP is described below, used 5GC as an example. PFCP (described in 3GPP TS 29.244) is used on the N4 interface between SMF and UPF to configure the rules of packet detection, forwarding action, QoS enforcement, usage report and buffering for each PDU session. 


Figure 5.6.1.1-4: L2TP Tunnels with 5GC
After CP/UP separation, it is difficult for the UP function to get necessary parameters (e.g. LNS IPs, username, password, etc.) to set up the L2TP tunnel to the third-party server. This information might be pre-configured on the CP, or the CP might receive it from an external server as described in RFC 2865.
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In practical deployments, an UP Function with LAC functionality may be deployed in operator network domain, or in private enterprise network. And the L2TP tunnel parameters may be locally configured in the CP Function as per operator demand, or be locally configured in the UP Function located in private enterprise network as per customers demand, or be configured in external entities (e.g. Radius/AAA server).
According to various requirements and deployment situations, the L2TP implementation can be classified into different implementation models.
Model A:
In this model, the UP Function (e.g. UPF) is located in the operator network domain, and the L2TP tunnel parameters are configured in the CP Function (e.g. SMF). The L2TP tunnel parameters include necessary parameters for setting up L2TP tunnel towards the LNS (e.g. LNS address, tunnel password, etc.).
In order to trigger the UP Function to setup L2TP tunnel towards the LNS, the CP Function shall provide the L2TP tunnel parameters to the UP Function over Sxb/N4 interface.


Figure 5.6.1.2-1: L2TP Implementation Model A
Model B:
In this model, the L2TP tunnel parameters are configured in external entity (e.g. RADIUS/AAA server) which may be located in operator network domain or in private enterprise network.
The CP Function needs first retrieve the L2TP tunnel parameters from the external entity, before it can provide such L2TP tunnel parameters to the UP Function over Sxb/N4 interface. The external server address may be stored in the local configuration of the CP Function or be retrieved from the subscription data (e.g. like the dnAAA server address stored in the UE subscription data).


Figure 5.6.1.2-2: L2TP Implementation Model B
Model C:
In this model, the UP Function (e.g. UPF) is deployed in a private enterprise network, and the L2TP tunnel parameters are configured in the UP Function. The L2TP tunnel parameters include necessary parameters for setting up L2TP tunnel towards the LNS (e.g. LNS address, tunnel password, etc.).
As the UP Function knows the detailed L2TP tunnel parameters, it is no need for the CP Function to provide L2TP tunnel parameters to the UP Function over Sxb/N4. The UPF determines the trigger of L2TP tunnel establishment based on its local policy.


Figure 5.6.1.2-3: L2TP Implementation Model C
[bookmark: _GoBack]In the above model A/B, the CP Function needs to determine whether the L2TP tunnel is required for the PDN connection / PDU session. It can be done based on the attribute of APN/DNN/S-NSSAI, which is either stored in the local configuration of the CP Function, or retrieved from subscription data from e.g. HSS/UDM.
5.6.2	Key issue definition
This key issue will address: 
-	The information used by the CP Function to determine whether an L2TP tunnel is required for a PDN connection / PDU session.
-	The information which is required to be communicated from the CP to the UP to setup a L2TP control connection (an L2TP tunnel) and L2TP sessions (one L2TP session per PDU session/PDN connection) from the UP function to an LNS and how this information should be communicated considering the current security/authentication aspects of L2TP.
Editor's Note:	SA3 feedback might be required on security/authentication related aspects when establishing L2TP tunnels. 
-	The information which is required to be communicated from the UP to the CP to indicate the success/failure of a L2TP control connection (an L2TP tunnel)/L2TP session setup.
-	The impacts on CUPS interface if different versions of L2TP (L2TPv2/L2TPv3) is used to establishing L2TP control connection and sessions in the 5GS/EPS.
-	The enhancements (if any) which are required to the PFCP protocol to be able to send this information, considering security aspects.
-	How can the UP inform the CP in the 5GS about the failures related to an existing L2TP tunnel, and how L2TP sessions associated with the tunnel are affected. 
-	How to handle the use cases when the LNS assigns the UE IP address.
-	Whether and how to handle the possibility of multiple CP functions (e.g. pertaining to a PGW/SMF SET) creating L2TP sessions (corresponding to PDU sessions/PDN connections) over a L2TP tunnel, i.e. the L2TP tunnel is shared by multiple PDU sessions/PDN connections but controlled by different CP functions.
* * * End of Changes * * * *
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