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1. Introduction
This is an alternative for DNS-based discovery in absence of DNS server and the client uses Multicast DNS to discover nodes on the local link.
This solution is proposed as alternative to the IANA port assignment.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.835 v0.1.0.

* * * First Change * * * *
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* * * Next Change * * * *
6.x3	Solution#x3: Use of multicast address on local link
6.x3.1	General
This is an alternative to solution #x1 and #x2 in the absence of DNS server in the domain.
Multicast DNS (mDNS) (see IETF RFC 6762 [x4]) provides the ability to perform DNS-like operations on the local link in the absence of any conventional Unicast DNS server. DNS queries are multicasted on a local link and any node receiving the query responds with a unicast packet directed back to the querier if it supports the service requested by the querier. The response can also multicasted on local link, all the nodes on this local link being updated at the same time.
Multicast DNS can provide zero-configuration operation -- just connect a DNS-SD/mDNS device, and its services are advertised on the local link with no further user interaction.
6.x3.2	Detailed description
The proposed solution is based on the following assumptions:
1-	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2-	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution #x1) or SRV lookup (solution #x2) for the name:
<Service>.local.
3-	DNS queries are sent to the mDNS IPv4 link-local multicast address 224.0.0.251 or mDNS IPv6 link-local multicast address FF02::FB, to UDP destination port 5353 and using as UDP source port either:
-	port 5353 if the client supports a fully compliant mDNS resolver; or
-	a high-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4-	A node receiving the mDNS request and supporting the desired service shall provide in the response its own DNS records as described in subclause 6.x1 and 6.x2.
5-	The DNS response is either unicast to the source IP address of the DNS querier or multicast on the local link.
6-	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server.
6.x3.3	Impacts
The solution will impact only newly defined (Rel-17 and onwards) interface applications. The solution will have no impact on legacy applications.
6.x3.4	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Little or no administration or configuration to set the nodes up
-	work when no DNS infrastructure is present
-	can be used also during DNS infrastructure failures
Cons:
-	All the nodes have to be on the same logical local network
-	(Minimal) Multicast DNS resolvers and Multicast DNS responders have to be implemented in the nodes
-	The discovery mechanism implies additional signalling before setting up the connection between nodes

* * * End of Changes * * * *
