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1. Reason for Change
[bookmark: _GoBack]Solution#3-6 relies on dynamically assigned port numbers and their discovery mechanisms, but the descriptions do not address how these numbers are assigned, or how the port clash can be avoided.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.835v0.2.1.

* * * First Change * * * *
[bookmark: _Toc56624203][bookmark: _Toc57018099][bookmark: _Toc57272061][bookmark: _Toc57272166][bookmark: _Toc57272269][bookmark: _Toc57272495][bookmark: _Toc57285019][bookmark: _Toc57983667]6.4	Solution#3: DNS-SD based solution
[bookmark: _Toc56624204][bookmark: _Toc57018100][bookmark: _Toc57272062][bookmark: _Toc57272167][bookmark: _Toc57272270][bookmark: _Toc57272496][bookmark: _Toc57285020][bookmark: _Toc57983668]6.4.1	General
The DNS-based Service Discovery (DNS-SD) (see IETF RFC 6763 [6]) allows clients to discover one or multiple nodes in the network supporting a specific service, the application protocol and the transport protocol used for accessing the service, using standard DNS queries sent to a conventional unicast DNS server available in the network.
In 3GPP networks, any IP-based interface can been considered as a specific service provided by a node on a given IP address and an IP port number. By identifying an interface with a unique service name, the DNS-based Service Discovery (DNS-SD) can be used by clients to discover the IP port number used by a remote node for a given interface.
In this proposed solution, it is assumed that a conventional unicast DNS server is available in the network. When a node is activated in the network, the service application is assigned with any available port from either the User Port number range [1024-49151] or the Dynamic/Private Port range [49152 - 65535]. The DNS server of the domain needs to be updated with the node's DNS records (configured hostnames, IP addresses, locally assigned port numbers, service names supported, etc.). This update can be done manually by the network administrator or done automatically by the node with mechanisms such as Dynamic DNS (DDNS).
The name of the service supported by a given 3GPP interface is registered to IANA. It consists of a pair of DNS labels separated by a dot, following the convention already established for SRV records (IETF RFC 2782 [7]).
-	The first label of the pair is an underscore character followed by an IANA registered Service Name (IETF RFC 6335 [2]). 
-	The second label is either "_tcp" (for application protocols that run over TCP) or "_udp" (for application protocols that run over any transport protocol other than TCP).
Service names are assigned by IANA on a "first come, first served" basis, as described in Clause 8.1 of IETF RFC 6335 [2]. There is no substantive review of the request, other than to ensure that it is well-formed and doesn't duplicate an existing assignment. The assignment of a standard service name is therefore straightforward.
For new service names registered by 3GPP, the Service Name will start with "3gpp-", followed by a name identifying the application protocol defined by 3GPP. This name will likely be the acronym used to identify the protocol in 3GPP specifications.
[bookmark: _Toc56624205][bookmark: _Toc57018101][bookmark: _Toc57272063][bookmark: _Toc57272168][bookmark: _Toc57272271][bookmark: _Toc57272497][bookmark: _Toc57285021][bookmark: _Toc57983669]6.4.2	Detailed description
The proposed solution is based on the following assumptions:
1-	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2-	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS-SD PTR lookup (see IETF RFC 6763 [6]) for the name:
<Service>.<Domain>
3-	The DNS query is sent to the conventional unicast DNS server.
4-	The result of the DNS-SD's PTR lookup is a set of zero or more PTR records giving the list of available instances in the form of Service Instance Names:
Service Instance Name = <Instance>.<Service>.<Domain>
In which the <Instance> portion is a user-friendly name, consisting of arbitrary Net-Unicode text, as defined in IETF RFC 6763 [6].
When at least one PTR record is present in the DNS response, the following additional records are included in the DNS response:
-	The SRV record(s) for each Service Instance Name listed in the PTR record(s), providing the port number and target host name of the Service Instance Name.
-	All address records (type "A" and "AAAA") for the target host name listed in the SRV record(s).
-	The TXT record(s) containing a single zero octet (i.e., a single empty string.) for each Service Instance Name named in the PTR record(s). 
NOTE 1:	DNS clients are able of functioning correctly with DNS servers (and Multicast DNS Responders) that fail to generate these additional records automatically, by issuing subsequent queries for any further record(s) they require. 
NOTE 2:	As described in IETF RFC 6763 [6], TXT record(s) containing a single zero octet indicate that there is no additional data for the given Service Instance 
5-	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.,:
-	lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 3:	It is recommended to give the same weight to all the instances with the same priority.
6-	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624206][bookmark: _Toc57018102][bookmark: _Toc57272064][bookmark: _Toc57272169][bookmark: _Toc57272272][bookmark: _Toc57272498][bookmark: _Toc57285022][bookmark: _Toc57983670]6.4.3	Impacts
The solution will impact only newly defined (Rel-17 and onwards) interface applications. The solution will have no impact on legacy applications.
[bookmark: _Toc56624207][bookmark: _Toc57018103][bookmark: _Toc57272065][bookmark: _Toc57272170][bookmark: _Toc57272273][bookmark: _Toc57272499][bookmark: _Toc57285023][bookmark: _Toc57983671]6.4.4	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Limit the need for manual configuration.
-	leveraging on a proven DNS infrastructure and mature technology.
-	the "_tcp" and "_udp" subdomains can be delegated to a dedicated DNS server.
Cons:
-	Rely on the availability of a DNS infrastructure.
-	3GPP nodes need to implement a DNS resolver in order to discover interfaces supported by other nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.

* * * 2nd Change * * * *
[bookmark: _Toc56624208][bookmark: _Toc57018104][bookmark: _Toc57272066][bookmark: _Toc57272171][bookmark: _Toc57272274][bookmark: _Toc57272500][bookmark: _Toc57285024][bookmark: _Toc57983672]6.5	Solution#4: Service discovery using DNS SRV records
[bookmark: _Toc56624209][bookmark: _Toc57018105][bookmark: _Toc57272067][bookmark: _Toc57272172][bookmark: _Toc57272275][bookmark: _Toc57272501][bookmark: _Toc57285025][bookmark: _Toc57983673]6.5.1	General
This is an alternative to solution #3 in which there is only one logical instance of service <Service> and all clients are expected to use that one logical instance. Of course, the logical instance can be load-shared across multiple nodes, but all the nodes provide an equivalent service.
In this proposed solution, to discover the list of available service instances, the client performs a simple SRV lookup (see IETF RFC 2782 [7]) instead of a PTR lookup in solution #3:
The result of the SRV lookup is SRV record(s) providing the port number and target host name of the nodes supporting the service. All address records (type "A" and "AAAA") for the target host name listed in the SRV record are also provided.
[bookmark: _Toc56624210][bookmark: _Toc57018106][bookmark: _Toc57272068][bookmark: _Toc57272173][bookmark: _Toc57272276][bookmark: _Toc57272502][bookmark: _Toc57285026][bookmark: _Toc57983674]6.5.2	Detailed description
The proposed solution is based on the following assumptions:
1-	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2-	To discover the list of available service instances supporting the service <Service> in the domain <Domain>, the client performs a DNS SRV lookup (see IETF RFC 6763 [6]) for the name:
<Service>.<Domain>
3-	The DNS query is sent to the conventional unicast DNS server.
4-	The result of the DNS SRV lookup is a set of zero or more SRV records providing the port number and host name of the target nodes supporting the service. All address records (type "A" and "AAAA") for the target host name listed in the SRV record are also provided:
NOTE 1:	DNS clients are able of functioning correctly with DNS servers that fail to generate these additional A/AAAA records automatically, by issuing subsequent queries for any further record(s) they require. 
5-	In the event that more than one SRV is returned, the client shall correctly interpret the priority and weight fields to select the target node i.e.,:
-	lower-numbered priority instances should be used in preference to higher-numbered priority instances, and 
-	instances with equal priority should be selected randomly in proportion to their relative weights.
NOTE 3:	It is recommended to give the same weight to all the instances with the same priority.
6-	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624211][bookmark: _Toc57018107][bookmark: _Toc57272069][bookmark: _Toc57272174][bookmark: _Toc57272277][bookmark: _Toc57272503][bookmark: _Toc57285027][bookmark: _Toc57983675]6.5.3	Impacts
The solution will impact only newly defined (Rel-17 and onwards) interface applications. The solution will have no impact on legacy applications.
[bookmark: _Toc56624212][bookmark: _Toc57018108][bookmark: _Toc57272070][bookmark: _Toc57272175][bookmark: _Toc57272278][bookmark: _Toc57272504][bookmark: _Toc57285028][bookmark: _Toc57983676]6.5.4	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Limit the need for manual configuration.
-	leveraging on a proven DNS infrastructure and mature technology.
-	the "_tcp" and "_udp" subdomains can be delegated to a dedicated DNS server.
Cons:
-	Rely on the availability of a DNS infrastructure.
-	3GPP nodes need to implement a DNS resolver in order to discover interfaces supported by other nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes. 

* * * 3rd Change * * * *
[bookmark: _Toc56624213][bookmark: _Toc57018109][bookmark: _Toc57272071][bookmark: _Toc57272176][bookmark: _Toc57272279][bookmark: _Toc57272505][bookmark: _Toc57285029][bookmark: _Toc57983677]6.6	Solution#5: Use of multicast address on local link
[bookmark: _Toc56624214][bookmark: _Toc57018110][bookmark: _Toc57272072][bookmark: _Toc57272177][bookmark: _Toc57272280][bookmark: _Toc57272506][bookmark: _Toc57285030][bookmark: _Toc57983678]6.6.1	General
This is an alternative to solution #3 and #4 in the absence of DNS server in the domain.
Multicast DNS (mDNS) (see IETF RFC 6762 [8]) provides the ability to perform DNS-like operations on the local link in the absence of any conventional Unicast DNS server. DNS queries are multicasted on a local link and any node receiving the query responds with a unicast packet directed back to the querier if it supports the service requested by the querier. The response can also be multicasted on local link, all the nodes on this local link being updated at the same time.
Multicast DNS can provide zero-configuration operation -- just connect a DNS-SD/mDNS device, and its services are advertised on the local link with no further user interaction.
[bookmark: _Toc56624215][bookmark: _Toc57018111][bookmark: _Toc57272073][bookmark: _Toc57272178][bookmark: _Toc57272281][bookmark: _Toc57272507][bookmark: _Toc57285031][bookmark: _Toc57983679]6.6.2	Detailed description
The proposed solution is based on the following assumptions:
1-	The client is configured with an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service.
2-	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution #4) or SRV lookup (solution #5) for the name:
<Service>.local.
3-	DNS queries are sent to the mDNS IPv4 link-local multicast address 224.0.0.251 or mDNS IPv6 link-local multicast address FF02::FB, to UDP destination port 5353 and using as UDP source port either:
-	port 5353 if the client supports a fully compliant mDNS resolver; or
-	a high-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE 1:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4-	A node receiving the mDNS request and supporting the desired service shall provide in the response its own DNS records as described in clauses 6.4 and 6.5.
5-	The DNS response is either unicast to the source IP address of the DNS querier or multicast on the local link.
NOTE 2:	DNS querier can asked for unicast response by setting the unicast-response bit, the top bit in the class field of a DNS question.
6-	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624216][bookmark: _Toc57018112][bookmark: _Toc57272074][bookmark: _Toc57272179][bookmark: _Toc57272282][bookmark: _Toc57272508][bookmark: _Toc57285032][bookmark: _Toc57983680]6.6.3	Impacts
The solution will impact only newly defined (Rel-17 and onwards) interface applications. The solution will have no impact on legacy applications.
mDNS implies the support of IP Multicast services in the network. In particular, on local networks, Internet Group Management Protocol (IGMP) has to be used on IPv4 networks and Multicast Listener Discovery (MLD) on IPv6 networks, which is a part of ICMPv6.
[bookmark: _Toc56624217][bookmark: _Toc57018113][bookmark: _Toc57272075][bookmark: _Toc57272180][bookmark: _Toc57272283][bookmark: _Toc57272509][bookmark: _Toc57285033][bookmark: _Toc57983681]6.6.4	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Little or no administration or configuration to set the nodes up
-	work when no DNS infrastructure is present
-	can be used also during DNS infrastructure failures
Cons:
-	All the nodes have to be on the same logical local network.
-	(Minimal) Multicast DNS resolvers and Multicast DNS responders have to be implemented in the nodes.
-	Additional traffic with multicast queries and responses.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.

* * * 4th Change * * * *
[bookmark: _Toc56624218][bookmark: _Toc57018114][bookmark: _Toc57272076][bookmark: _Toc57272181][bookmark: _Toc57272284][bookmark: _Toc57272510][bookmark: _Toc57285034][bookmark: _Toc57983682]6.7	Solution#6: Direct unicast DNS queries to the target node
[bookmark: _Toc56624219][bookmark: _Toc57018115][bookmark: _Toc57272077][bookmark: _Toc57272182][bookmark: _Toc57272285][bookmark: _Toc57272511][bookmark: _Toc57285035][bookmark: _Toc57983683]6.7.1	General
This is an alternative to solution #7 when there is no DNS server and the target node can be outside the local link.
In this proposed solution, instead of relying on Multicast DNS queries sent on the local link, the client sends its DNS query via unicast directly to the node, using the destination port 5353. The IP address of the target node is discovered by configuration.
The node receiving the unicast DNS query and supporting the desired service answers via with a unicast packet directed back to the client, using the source IP address and port of the received DNS query.
[bookmark: _Toc56624220][bookmark: _Toc57018116][bookmark: _Toc57272078][bookmark: _Toc57272183][bookmark: _Toc57272286][bookmark: _Toc57272512][bookmark: _Toc57285036][bookmark: _Toc57983684]6.7.2	Detailed description
The proposed solution is based on the following assumptions:
1-	The client is configured with:
-	an IANA registered service name <Service> identifying a specific service and the application protocol used to support the service;
-	the IP address of the target node.
2-	To discover the list of available service instances supporting the service <Service> on the local link, the client performs a DNS PRT lookup (solution #4) or SRV lookup (solution #5) for the name:
<Service>.local.
3-	DNS queries are sent to the unicast IP address of the target node configured in the client, to UDP destination port 5353 and using as UDP source port either:
-	port 5353 if the client supports a fully compliant mDNS resolver; or
-	a high-numbered ephemeral UDP source port other than port 5353, if the client supports minimal Multicast DNS resolver
NOTE:	It is recommended to use the mDNS IPv4 link-local multicast address only if IPv6 is not not avalaible.
4-	A node receiving the mDNS request and supporting the desired service will provide in the response its own DNS records as described in clause 6.4 and 6.5.
5-	The DNS response is either unicast to the source IP address of the DNS querier.
6-	The client can set up connection(s) with the remote node(s) using the IP address(es) and port number(s) retrieved from the DNS server and then application data can be exchanged between the client and the server.
[bookmark: _Toc56624221][bookmark: _Toc57018117][bookmark: _Toc57272079][bookmark: _Toc57272184][bookmark: _Toc57272287][bookmark: _Toc57272513][bookmark: _Toc57285037][bookmark: _Toc57983685]6.7.3	Impacts
The solution will impact only newly defined (Rel-17 and onwards) interface applications. The solution will have no impact on legacy applications.
[bookmark: _Toc56624222][bookmark: _Toc57018118][bookmark: _Toc57272080][bookmark: _Toc57272185][bookmark: _Toc57272288][bookmark: _Toc57272514][bookmark: _Toc57285038][bookmark: _Toc57983686]6.7.4	Pros and cons
Pros:
-	Port numbers are locally assigned in the node supporting the interface applications.
-	Minimal administration or configuration to set the nodes up
-	work when no DNS infrastructure is present
-	can be used also during DNS infrastructure failures
Cons:
-	(Minimal) Multicast DNS resolvers and Multicast DNS responders have to be implemented in the nodes.
-	The discovery mechanism implies additional signalling before setting up the connection between nodes.
-	The signalling between the client and the target node outside the local link shall be protected with confidentiality, integrity and replay protection, using for instance IPsec.

* * * End of Changes * * * *

