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1. Introduction

2. Reason for Change
This paper provides a detailed evaluation and comparison of DNS based solution, i.e. Solution #3, Solution #4, Solution #5 and Solution #6.
3. Conclusions

4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.835.

* * * First Change * * * *
7.3.x1.y4 Evaluation of DNS based solutions (solutions #3, #4, #5, #6)
Solution #3 and Solution #4 makes use of the proven DNS infrastructure, which is a very matured technology, for discovering the port number by the application clients. On the application server side, the port number could be locally/dynamically assigned. These 2 solutions limit the need for manual configuration on the application client side as the clients only need to be configured with the DNS server IP address, through which it can discover the IP address and port numbers to be used for setting up connections to a specific interface/application. However, these 2 solutions also come with a number of other challenges. All 3GPP nodes must implement a DNS resolver to discover the interface end point IP address and port numbers. This discovery mechanism additionally implies more signalling before the connection is setup between 2 nodes. If the port number is assigned statically (e.g. by OAM) on the server side, then there is no need for a DNS based solution as the client can also be statically configured with the same port number. If the port number on the server side is dynamically assigned by the application, then the DNS server also needs to be updated dynamically whenever there is a change in port number used by the server. This brings in the need for using Dynamic DNS (DDNS) kind of solutions for updating DNS records on the run. Although DDNS eliminates considerable time required to update DNS records manually when network configuration changes, it is less reliable and cannot always guarantee that the client receives correct/updated information. Additionally, using DNS based solution introduces other complications like for example: on the client side the DNS resolver generally caches the response received for certain duration. Now, if the application server restarts before the cache timer is expired on the client side and the server starts using a new port number, the client remains unaware of the change until the timer is expired and it does a fresh DNS query (assuming here that the DNS records are updated). However, experiencing connection attempt failures due to the outdated DNS information, the client can force a refresh of the DNS cache (DNS flush) and then retrieve the updated DNS records from the authoritative DNS server. From an operator's point of view, these solutions also introduce additional costs and complexity of deploying and maintaining the DNS infrastructure and timely update of DNS records. This also introduces dependency on DNS infrastructure for availability.
[bookmark: _GoBack]Solution #5 and Solution #6 also uses DNS based discovery of the server IP address and port, however, instead of using a DNS infrastructure it relies on the concept of multicast DNS (mDNS) for discovery. Both Solution #5 and Solution #6 needs the application nodes to implement an DNS resolver (mDNS or legacy DNS) on the client side and mDNS responder on the server side. They can work without any DNS infrastructure and avoids all the challenges highlighted above w.r.t. Solution #3 and Solution #4. There are however some differences between Solution #5 and Solution #6. For example: in the former case the DNS query is sent to a link-local multicast address whereas in the latter one the DNS query is sent to a pre-configured IP address of the node hosting the server side of the application. Which means Solution #5 can only be used if both the application client and server are located in the same logical network, whereas Solution #6 is not restricted by such logical network boundaries. On the other hand, multicast updates sent on the local link can be received by all the node on that network; therefore, all the nodes in the local link network can be always up-to-date whenever there is a port change, which is not possible with unicast based solution.
* * * End of Changes * * * *

