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1.
Introduction
This paper discusses the need for a new protocol IE to indicate the relative priority amongst a growing set of priority services (e.g., emergency communications, MPS, MCPTT, and various forms of preferential [silver/gold/platinum] services), and different priorities amongst different media within the context of a given service, to be configurable by the network operator, consistent with operator policies and corresponding national / regional regulatory policies.
Within the definition of certain priority services, e.g., MPS [1], there are normative stage 1 requirements to be able to control the relative priority within the set of MPS users.  In MCPTT [2] there are normative stage 1 requirements to control access amongst users of the MCPTT service.  QoS specifications (specifically the QCI) in SA2 that discuss the priority amongst various media, e.g., voice vs. video, are not adequate to fully accommodate priority amongst a growing number of priority services, e.g., drone control, air traffic control, V2X.  

Many of these services share the same QoS characteristics such as delay and loss rate QoS, but have different priority requirements.  It is left as a matter of operator preference, consistent with operator policies and national / regional regulations to determine which of these services have priority over the others.  In times of natural or manmade disaster when not all users can be served, select priority services identified by the operator need to maintain a suitable level of performance (consistent with the intrinsic QoS characteristics), including priority even when the communication capability of the system is impaired (e.g., due to congestion or partial network infrastructure outage, perhaps as a direct or indirect result of an emergency situation).
To execute on such operator preference requires a means to unambiguously mark those bearers, which according to operator policy, are entitled to special treatments in the EPS.  These treatments are subject to operator policy, but may include aspects involving eNodeB scheduling, packet forwarding within 3GPP-specified FEs, and packet handling within FEs outside of 3GPP specification, e.g., intermediate IP routers, for which appropriate DSCP marking must be configured within the 3GPP functional entity.  

An analysis of potential solutions that follows indicates that the only solution that would provide the flexibility to meet diverse operator requirements would be to introduce a new IE within the protocol.
2.
Potential Solutions
The existing EPS QoS framework provides a means to qualify the intrinsic characteristics of a media, e.g., voice, without consideration of the end service, e.g., normal, emergency, MPS, using that media.  It is possible to consider use of two of the existing QoS parameters to meet the needs for priority marking.

Solution 1 based on the QCI

The EPS QoS uses the QoS Class Identifier (QCI) as a mechanism to ensure bearer traffic is allocated appropriate QoS.  Different bearer traffic requires different QoS and therefore, different QCI values.  The QCI is a scalar that is used as a reference to node specific QoS characteristics that control bearer level packet forwarding treatment, and that are pre-configured by the operator owning the access node (e.g., eNodeB).  These QoS characteristics include Resource Type (GBR or non-GBR), Priority Handling, Packet Delay Budget, and Packet Error Loss rate. Table 6.1.7 of TS 23.203 [3] provides guidelines for the operator’s mapping of standardized QCI values to particular QoS characteristics.
Additional QCI values could be assigned to support different types of priority services that may require operator configured relative treatment.  This may require significant extensions to the current set of QCI values with potential delays as corresponding modifications to the specifications are deliberated and agreed upon.  There are two critical deficiencies to this approach:
1. Operational and specifications changes are required every time a new QCI is introduced.

2. Consensus among operators would need to satisfy constraints imposed by all regulatory domains.  This is not likely and is a key deficiency of this solution.
Thus, the assignment of new QCIs to signal the relative priority amongst a group of priority services is not a viable solution to be considered.
Solution 2 based on the ARP

The Allocation and Retention Priority (ARP) provides information concerning the priority level, the pre-emption capability, and the pre-emption vulnerability.  The priority level defines the relative importance of a resource request.  The pre-emption capability information defines whether a service data flow can get resources that were already assigned to another service data flow with a lower priority level. The pre-emption vulnerability information defines whether a service data flow can lose the resources assigned to it in order to admit a service data flow with higher priority level.
The EPS QoS uses the ARP as a mechanism to determine the relative importance of a resource request, that is whether a bearer establishment or modification request can be accepted or needs to be rejected in case of resource limitations.  The ARP can also be used to decide which existing bearers to pre-empt during resource limitations.  However, Section 4.7.3 of TS 23.401 [4] includes the following requirement: “Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control).  Such packet forwarding treatment should be solely determined by the other EPS bearer QoS parameters: QCI, GBR and MBR, and by the AMBR parameters.”  Thus once successfully established, a bearer's ARP does not have any impact on the bearer level packet forwarding treatment.  In spite of this, proprietary implementations may use the ARP to impact the setting of parameters controlling scheduler behavior.
ARP values can be assigned to particular priority services in a manner that meets the operator desired ranking amongst priority services with the expectation that this priority would apply both at the time of bearer establishment (the SA2-defined purpose of the ARP) and following the establishment of the bearer, including eNodeB scheduling, packet forwarding within 3GPP-specified FEs, and packet handling within FEs outside of 3GPP specification.  

The use for eNodeB scheduling was explicitly precluded by SA2 in the above quoted text and therefore, this approach should not be the basis for work in CT3, even though proprietary implementations may permit it.  Even if this requirement from SA2 could be ignored by CT3, several other factors described below make this solution less attractive.
For those services using GBR bearers, once GBR traffic is admitted (and mapped to associated bearers), it has been suggested that the subsequent traffic is guaranteed to be served based on the requested QoS characteristics (and supported by the required packet forwarding treatment).  However, this assumption is not sufficient for those services deemed by the operator as being allocated high priority on the network.  It does not consider the fact that network conditions can change subsequent to the admission of particular GBR traffic, which can hamper the system’s ability to subsequently serve all previously-admitted GBR traffic.  Examples of such situations include: [a] A crisis event may force all users to move in a particular direction away from the cell center, making the system unable to satisfy the QoS requirements for all established GBR bearers; and [b] Equipment failures can reduce the network’s ability to handle all previously-admitted traffic.  It is broadly understood that there are rare conditions under which the QoS of established GBR bearers cannot be met.  Although such events may not be planned for in normal commercial operation, such conditions are most critical for some priority services (e.g., MPS) which are intended to (continue to) satisfy the intrinsic QoS characteristics under extreme conditions.

Preemption was also considered as a potential solution to the problem of priority, to allow resources that are allocated to particular lower-priority traffic to be re-assigned for higher-priority traffic when needed.  However, there are two limitations to this approach.  First, support for preemption functionality is subject to national regulatory restrictions, and is not permissible in some regions.  Second, a priority user may be subsequently preempted by a still higher priority user, resulting in the continued dropping of users as those with increasing priority arrive.  Although this is a corner case, it needs to be noted that many priority services requires (e.g., MPS for authorized government use) higher level of service assurance.
3.
Observations on SA1 and SA2 QoS Activities
The use of the QCI or the ARP to mark the relative priority amongst priority services was considered above in Section 2.  It was concluded that reuse of either of these IEs is not desirable.  The relative priority amongst priority services was left to operator preference, consistent with operator policies and national / regional regulations.  Stage 3 lacks specification of the means to convey and distribute this operator chosen priority decision to the EPS as priority is not specified separately from intrinsic QoS parameters such as delay and loss rates.  SA2 is aware of the desire of many companies to separate priority from the QoS framework going forward and is actively considering solutions for NextGen that do so. 
5.
Conclusions
It is broadly agreed that the relative priority amongst priority services is left to operator policy subject to national / regional regulation.  At the same time, specifications lack the means to signal this relative priority decision to the EPS, to distribute it to key functional entities, and to map it to parameters understood by network components outside the scope of 3GPP specifications, e.g., IP routers selection of appropriate DSCP values.
Consideration of use of the existing QoS parameters to convey this indication revealed a number of challenges whose resolution would involve modifications to existing parameters defined in Stage 2.  In addition, these approaches were deemed not viable to simultaneously meet the varied needs of operators under different regulatory constraints.

It is therefore concluded that there is a need to develop a new protocol IE to indicate the relative priority amongst a growing set of priority services (e.g., emergency communications, MPS, MCPTT, and various forms of preferential [silver/gold/platinum] services), and different priorities amongst different media within the context of a given service, to be configurable by the network operator, consistent with operator policies and corresponding national / regional regulatory policies.
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