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At CT3#74, during the discussion of C1-131313 from Intel, many companies mentioned that the operators can deploy multiple physical Protocol converters though representing a single logical entity. 
This paper discusses the possible options to obtain load control among the pool of PCs in a PLMN. 

1 Resource sharing / load balancing solutions for the pool of PCs in PLMN
1.1. Various possible resource sharing options among PCs in a PLMN:
Option A: The AF implements round robin algorithm. The AF sends messages routed to PCRF towards a selected PC in the realm every ‘tx’ time interval, after which it switches to the next PC and so on. This way the load is equally distributed among all the PCs in the PLMN.

Option B: Every PC in the PLMN implements a function for resource sharing (RSF). This function maintains the load status for the PC. How the PC computes the load is implementation dependent. Various options proposed for the AF to get the RSF status from the PC is given below: 

Option B.1: AF maintains the status information for all the PCs in the PLMN. This status information is refreshed/updates every ‘tx’ time interval, by sending the status request to all the PCs in the PLMN at once. This is done independently of the application messages exchanged between PC and AF. The ‘tx’ time interval can be modified at AF for the status message to be sent more frequently or less based on the rate at which the application messages are sent from AF to PC.

Option B.2: AF requests status information from a PC before sending out the application message to that PC. If the status returned indicates overload, it requests status information from the next PC and so on till it finds a PC with status ‘not overloaded’. In this case the AF does not maintain any local cache for the status of the PCs in the PLMN.

Option B.3: The flag in the resource sharing function (RSF) is set according to the capacity of the PC with respect to the other PCs in the PLMN. In this case, an application protocol needs to be proposed for communication between the PCs in the PLMN. One PC maintains the status information on behalf of all the PCs in the PLMN. The AF communicates to the PC that maintains the status of all the PCs in the PLMN to get the status information.

Option B.4:  AF maintains the status information for all the PCs in the PLMN. When the AF needs to send application message to PC that needs to be routed to PCRF, it checks if the PCs overload status it maintains, to verify that it is updated within a specific time interval (tx).If the status information at AF has not been updates for more than tx time interval, the AF sends the GetLoadStatusRequest to the PC to update it the status information in its local cache (refer figure 1.1.1 and figure 1.1.3). The AF then routes the message to the PC that is not overloaded based on the response received. If the status information is updates less than tx time interval, then AF sends the application message to a PC that is not overloaded (based on the status information maintained in its local cache).
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Figure 1.1.1: Status messages between AF and PC
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Figure 1.1.2: Example demonstrating http request response messages between AF and PC
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Figure 1.1.3: Message flow for PC discovery and load status information
1.2 Example demonstrating http request response messages between AF and PC
The AF is configured as the http client and the PC as the server. The AF initiates an http request to the server (PC) to get the status of RSF( refer to figure 1.1.2). The http request and response message format is defined according to the HTTP/1.1 specification.

Request format: 


Request       = Request-Line              

                        *((general-header                            

     | Request-header;                       

     | entity-header) CRLF); 

                           CRLF
                           [message-body]  

 

Request-Line   = 

Method SP Request-URI SP HTTP-Version CRLF

 

Method represents the type of request: GET or POST

Request URI represents the location of the file on the server

Response format: 


Response
= Status-Line               ; 
                     
       *((general-header        ; 
                                    |response-header        ; 
                        
      |entity-header) CRLF);
                      
      CRLF
                      
      [message-body]          ; 

 

Status-Line = 
HTTP-Version SP Status-Code SP Reason-Phrase CRLF

Pseudo code to create and send http request message to the server: 

Var newRequest = new XMLHttpRequest();
newRequest.open ("GET", message, true);

newRequest.send ();

Where,

XMLHttpRequest object is used to exchange data with the server. 

Open () and send () are XMLHttpRequest methods.

Open (method, url, async) 
Where method: the type of request (GET or POST)

               url is the location of the file in the server

    async is true (async) and false (sync)

   [message in the open method represents the url for the location of the     

     server and the request for RSF status ]

   [var message = url + read_RSF]

Send () - sends the http request off to the server and recieves a response

The http client maintains the status of the XMLHttpRequest sent to the http server. This is described in the HttpRequest object properties given below: 
XML HttpRequest object properties 
 

· onreadystatechange - stores a function to be called automatically each time the ready state property changes
· readystate - Holds the status of the XMLHttpRequest. Changes from 0 to 4: 
· 0: request not initialized 
· 1: server connection established
· 2: request received 
· 3: processing request 
· 4: request finished and response is ready 
· responsetext- returns the response data as string
· responseXML - returns the response data as XML
· status - returns the status number
1.3 Conclusion

Analysis above propose options for achieving load control among the pool of PCs in a PLMN. We propose PCR C1-131468 to include those options in TR 29.817. 
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