
3GPP TSG-CT WG3 Meeting #63
C3-110975
Tallinn, Estonia, 9 – 13 May 2011
Source:
Alcatel-Lucent
Title:
Connected IP realms for OMR 

Agenda item:
10.3
Document for:
Discussion
SA2 has approved S2-111843, a CR to Annex Q of TS 23.228, that modifies the IP realm definition to ease the provisioning required for OMR in certain bilateral interconnect scenarios. This CR introduces the concept of a “connected IP realm”.  Two CRs to TS 29.079 are introduced at this meeting to complete the stage 3 specification of this agreed change. This paper describes the motivation for the connected IP realm.
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This figure shows an example where four networks A, B, C and D (represented by the corner blue circles), have IBCF/TrGWs at their borders (represented by small blue squares).  Each large blue circle represents an operator internal (protected) IP network with realm names P-A, P-B, P-C and P-D.  Each operator network also has a separate external IP realm with names E-A, E-B, E-C and E-D (represented by the small slanted blue ovals). 

The external IP realms are used to establish connectivity with other operator networks via tunnels through IPX provider network(s). This example shows a use of the IPX transport service for bilateral interconnect between the operator networks. A router will typically be used at the edge of an external realm to connect each external IP realm to one or more neighbour external IP realms via tunnel(s) established through the IPX. Alternately, these external IP realms may be interconnected via direct trunks or other means of IP internetworking.
The routers interconnecting the external IP realms via IP tunnels (or other means) exchange routing information (typically via BGP) to ensure that endpoints within these “connected” IP realms are mutually reachable.

In this example, the dotted curve represents a SIP signalling path (not showing the other IMS servers within each network) and the solid curve represents a potential optimized user plane path created using OMR.  Networks A, B, C and D may represent VPLMN (user 1), HPLMN (user 1), HPLMN (user 2) and VPLMN (user 2), respectively.

Unfortunately, the current OMR algorithm will not be able to take advantage of the mutual reachability between the endpoints in these external realms (in particular, between E-A and E-D) without assigning them a single name. Since there is no guarantee that a group of connected realms is fully connected (for example, if E-A is connected to E-B and E-A is connected to E-C, there is no guarantee that E-B is connected to E-C), one must instead assign a separate realm name to each tunnel.
This has two problems: 1) two network operators must agree on a common name for a tunnel between their networks (no single group has control over naming of its realms); and 2) the OMR algorithm requires a separate IP realm name for each tunnel (rather than using a single external realm name), and requires a separate realm instance in the SDP to represent potential connectivity via each tunnel (rather than a single realm instance to represent potential connectivity via any of the connected tunnels).
Introducing the concept of “connected” IP realms eliminates these problems. By enhancing OMR to allow each IMS-ALG to provision a list of remote IP realms that are “connected” to IP realms to which it is attached, the optimization shown in the figure can be achieved without either of the disadvantages listed above. Thus OMR can be achieved:

· Allowing each operator full control over the naming of its IP realms; and

· Allowing bilateral connections to multiple peer networks to be represented with a single IP realm name and a single realm instance in the forwarded SDP offer.
In particular, the SDP offer forwarded from network A would include a realm instance for E-A. Each subsequent IMS-ALG in the signalling chain would recognize connectivity back to E-A by provisioning information about its connected IP realms. Thus when the IMS-ALG in network D receives the SDP offer, it recognizes that its local realm E-D is “connected” to realm E-A and that it can signal an address in realm E-D back to the IMS-ALG in network A within the SDP answer.
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