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1. Introduction
PCRF failure has been studied in TR29.816 and the current proposed solutions described in the TR can be generally grouped as “Session Termination” solutions and “Session Retrieval” solutions. There were so many angles for that study e.g. whether it needs recommendation on next step for the normative work or not, but anyway it was consensus that more evaluation of each solutions are needed. It was also agreed in CT3#58 to have e-mail discussion between CT3#58 and CT3#59 meetings on the way forward for this study. This paper attempts to address the reason why the standardised solutions for PCRF failure are needed, in particular “Session Retrieval”.
2. Why a standardized restoration procedure for PCRF failure is needed?
There are already studies and/or specification for the “IMS restoration in TS23.380” and “MME restoration (MME failure)” which is under study in CT4. In those specification works, the basic assumption is that “the nodes in the EPS should have the high reliability, but situations such as maintenance stops and exceptional failures shall be considered in standard”. 
Therefore, PCRF should be based on the same assumptions as for IMS and MME and CT3 should specify the restoration procedure for PCRF that ensures the consistency of the user related information, such as session status, stored in network entities e.g. PCRF, S/P-GW, MME, CSCFs. 
3. Solution reflecting the operator’s requirement
From serviceability perspective, it is operator’s requirement that the PCRF restoration procedure minimizes the impacts on the network and services for recovery. In particular, on-going communications such as VoIP shall not be terminated. As the PCRF is basically required when the call is initiated and terminated, if the PCRF can silently recovery from the failure situation in short period of time without giving impacts on other entities, on-going calls are not dropped and operator requirements can be met. 
Even though some alternative e.g. solution 3 in the TR, “graceful timer” can maintain part of on-going calls by not terminating affected bearers right after detecting PCRF failure, it depends on the timer setting whether it can save all on-going sessions. To meet operator’s requirement mentioned above, at least one solution, i.e. “Session Retrieval”, should be standardised which can maintain all on-going calls even after PCRF fails.
In addition, “Session Termination” solution may cause kind of “burst traffic” by re-establishing the bearers for rebuilding the PCRF session status in a short time. This approach basically enforces UEs to “re-attach” for which PCRF is serving, and such restoration requires almost all entities including UE has to perform signalling exchange for attach and bearer establishment procedures. This causes huge amount of signalling and increases loads on the each network entity. Therefore this approach takes a lot of costs for operators.

On the contrary, “Session Retrieval” solution can minimize the area where the restoration procedure has to take place with some exchanges of additional information between only PCRF related entities in normal situations.

This makes CAPEX/OPEX friendly deployment of entities, not requiring quite high supposed load ready boxes. Therefore, Session Retrieval solution is quite beneficial.
4. Conclusion
Based on the discussion through this paper, we propose to select one solution from “Session Retrieval” as the conclusion of PCRF failure study in TR29.816. 
