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Proposed changes:
*** 1st Change ***
6.5
Solution 5: PCRF session state restoration

This solution can be employed to re-synchronize PCC rules between PCRF nodes and PCRF clients on bearer and AF sessions whenever, due to failure of a PCRF node, the PCRF has lost the session state. The PCRF needs to store information on all clients with which it has sessions in non-volatile memory.

The principle scheme is shown in figure 6.5.1 in the most general form. PCRF session state can be restored either on the failed PCRF node (e.g. for the single PCRF deployment, during partial failures or after its recovery from failure), or on alternative PCRF nodes (e.g. for the case of partial PCRF node failure in a deployement with multiple PCRFs).  
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Figure 6.5.1: PCRF session state restoration (general view)
The following steps are performed:

1)
the restoration process starts by a “Restore” request to a PCRF client, containing information on the source PCRF, target PCRF node and target sessions. The information on target sessions may also be null, meaning that all sessions on the PCRF client stemming from the source PCRF are requested to be restored on the target PCRF. The entity triggering the restoration may be typically the failing/failed PCRF node, but potentially also manual intervention or a TMN interface. The source PCRF is used to filter out the relevant bearer or AF sessions, together with more specific information on target sessions; this data may also be of bulk nature e.g. according to a time stamp (all bearer or AF sessions started after a certain time), list of UEs, etc. The detailed role of “target PCRF” is FFS (e.g. whether it indicates/excludes one or more specific PCRF nodes).  

2)
the addressed PCRF client performs scheduling of the necessary signaling for restoration. For this purpose it should take into account its own current and excpectable load; e.g. if  the received request for restoration was for a large amount of sessions, it may break the subsequent signaling into portions, and wait for successful restoration of one portion before requesting restoration of the next portion. Depending on the detailed role of “target PCRF” it may also employ load balancing between available PCRF nodes.

3)
The PCRF client sends the appropriate PCRF request(s) with all bearer or AF session data to the target PCRF node(s). Although repeated single signaling requests, as for a normal establishment of PCRF sessions, could be used, the assumption here is that bulk signaling is required for reasons of performance.

4)
The PCRF node establishes the requested PCRF sessions and provides their data to the PCRF client (as before, bulk signaling is assumed). 

5)
The PCRF client may send an intermediate confirmation of restored session data back to the triggering entity.

6)
Steps 3) to 5) are repeated, depending on the scheduling of restoration requests by the PCRF client.

7)
The PCRF client sends a final confirmation of restored session data back to the triggering entity.

 A possible coding for messages 1) (RAR) and 7) (RAA) is given in annex A.3 for the Gx application protocol. 

NOTE 1: for the single PCRF case, the source and target PCRF are the same.

NOTE 2: usage of RAA for message 7) assumes that message 5) is different from RAA.

For the sake of easier analysis and evaluation, illustrations of three specialized cases are given: 
(a) figure 6.5.2 for restoration after recovery of, and onto, the previously failed PCRF node (i.e. source and target PCRF are the same); 
(b) figure 6.5.3 for restoration triggered by and onto an alternative PCRF node, during the failure of one particular PCRF node; and 
(c) figure 6.5.4 for the case that partially failed PCRF node triggers a PCRF client to restore PCRF session data onto an alternative PCRF. 
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Figure 6.5.2: PCRF session state restoration (after recovery of, and onto, the previously failed PCRF node)
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Figure 6.5.3: PCRF session state restoration (triggered by and onto an alternative PCRF node)
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Figure 6.5.4: PCRF session state restoration (triggered by a partially failed PCRF onto an alternative PCRF node)
Two modes are possible for the restoration related signaling:

-
single PCRF session mode: the restoration handling applies only for the PCRF session indicated by the given DIAMETER session id. 

-
multiple PCRF session mode: the restoration handling applies for a set of PCRF sessions. The same concept as for bulk signaling applies; i.e. a special session id, generated with the initial signaling between each PCRF node and PCRF client, and not bound to a UE and bearer session, is used (see subclause 6.7). 

This solution is combinable with “PCRF failure reselection for the redirect DRA” described in subclause 6.1. For the deployment of multiple PCRFs with DRA, the target PCRF should be the same as the new PCRF selected by the DRA in solution 1 to ensure correct DRA binding.
This solution is combinable with “Graceful termination of services” described in subclause 6.3 in the time span before the grace time has expired: as soon as successful restoration of state has been achieved (i.e. after step 4), graceful termination can be revoked. If graceful termination was delegated, revocation has also to be delegated; some signaling extension is required for that purpose. 

This solution should not be combined with “strict termination of services” described in subclause 6.4; even though the process of strict termination most likely will be spread out over a finite time, and within this time in theory some PCRF session state could be restored, the balance between gain and effort is estimated to be unfavourable, especially as the two methods would compete strongly for resources.     

This solution does not alter the behaviour with DRA in case of  single PCRF session mode; in case of multiple PCRF session mode the routing principles apply as for bulk signaling, i.e. based on FQ-PSSID (see subclause 6.7)

The extension of the procedure for linked sessions is shown in figure 6.5.5; it consists in repetition of steps as for one PCRF client and a matching function in the target PCRF node.
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Figure 6.5.5: PCRF session state restoration for linked sessions

These are the steps:

1.
steps 1 to 5 of figure 6.5.1 are executed for restoration state for part of the sessions with one of the PCRF clients. 

2.
the above step is repeated for another PCRF client.

3.
The target PCRF tries to match (individually) restored sessions and correlates them in case of a match (e.g. as for session binding described in TS 29.213 [11]). 

4.
Steps 2 and 3 are repeated for other PCRF clients. Steps 1 to 4 build the first round of the overall procedure.

5.
further rounds with successive parts of the sessions are executed; in the match procedure in all rounds the full set of restored session state is considered.    

NOTE:  
after all rounds the session state is fully restored, and PCRF client sessions are linked as before the PCRF failure.

*** End of Changes ***
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