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*** 1st Change ***
4.3
PCRF node failure scenarios

Figures 4.3.1 and 4.3.2 show the related scenarios for a (total) failure. Failure detection via signaling is asumed and indicated.

Note: the term “recovery” applies for a failed PCRF and is used to denote the point in the time where the failure condition is over. The term “recovery handling” encompasses procedures on the (previously) failed PCRF node, necessary due to the failure. The term “failure handling” is used to describe procdures on other nodes except the failed PCRF node, necessary due to the failure. No specific recovery and failure handling procedures are assumed, but as examples they could include data restoration, dropping of sessions or - as a special case - also null activity.
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Figure 4.3.1: Total PCRF failure scenario for single PCRF deployment (or equivalently multiple PCRF deployment without DRA)

In the case of a single PCRF deployed recovery handling can only take place if/afterthe PCRF has come back into operation. (Note: the case that the outage becomes permanent can not be handled; instead, it must be assumed that in such a deployment the PCRF implementation itself guarantees that only temporary failures occur.) 
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Figure 4.3.2: Total PCRF failure scenario for multiple PCRF deployment with DRA

In the case of multiple PCRFs, recovery handling can set in immediately after detection of the failure, on the remaining, operative PCRFs. Recovery handling on the failed PCRF can be done only after it has become operative again. In this deployment also a permanent PCRF failure is admissible; however, because there seems to be no easy criterion how to distinguish between permanent and temporary failure, we refrain from doing so from now on. Both the description of the failure scenario and solutions shall consider the permanent failure case as the border case when the outage time of the failed PCRF becomes infinite.

PCRF nodes may exhibit  also partial failures, e.g. (list is non-exhaustive): 

· the PCRF node is still functioning (i.e. message handling on the application interfaces Rx, Gx, etc. is working), but the context data for some target UEs/sessions has been lost. 

· the PCRF node is still functioning but processing capability has degraded.  

The corresponding scenarios are illustrated generically in figures 4.3.3a and 4.3.3b. 
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Figure 4.3.3a: Partial PCRF failure scenario for single PCRF deployment (or equivalently multiple PCRF deployment without DRA)

In a single PCRF deployment, during the time of the partial node failure, the PCRF may be able to provide limited service and also perform to some extent recovery handling for the sessions affected by the partial failure. However, it can be expected that for performance reasons some deviation from the normal PCRF functionality is necessary (e.g. provision of simplified rules, reduced event reporting). 
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Figure 4.3.3b: Partial PCRF failure scenario for multiple PCRF deployment with DRA

In a multiple PCRF deployment with DRA, during the time of the partial node failure the DRA would preferably route new session requests to alternative PCRF nodes. Recovery handling for the sessions affected by the partial failure could be done on the (partially) failed node, or on the alternative nodes. The decision may depend on factors like amount of context loss, number of alternative PCRF nodes and their capacity, general operator’s policy concerning PCRF failure handling, etc. 

Editor’s note: the detailed nature and conditions of partial failure are FFS.

Table 4.3.1 lists the target failure scenarios.

Table 4.3.1: Categorization of failure scenarios

	Nr.
	Description
	Consequences

	Examples of failure handling

	
	
	in parallel
	subsequent

	Single PCRF deployment / multiple PCRF deployment without DRA

	1
	(total) PCRF node failure ( 

complete PCRF functionality is not available
	no new session requests can be handled 


	Potentially: drop of sessions (graceful or strict)
	Potentially: restoration of state (on the same PCRF node)

	2
	partial PCRF node failure

( part of session context not usable
	new session requests unavoidable for this PCRF node 
	Potentially: restoration of state (on the same PCRF node); drop of sessions (graceful or strict);

reduce PCRF funtionality
	__

	Multiple PCRF deployment with DRA

	3
	(total) PCRF node failure


	route new session requests to alternative PCRF nodes
	Potentially: (1) restoration of state on other PCRF nodes, or (2) drop of sessions

(graceful or strict)
	Potentially: restoration of state (on the same PCRF node)

	4
	partial PCRF node failure
	route new session requests preferably to alternative PCRF node
	restoration of state (on alternative PCRF node); drop of sessions (graceful or strict);
	__

	5
	DRA failure 
(all PCRF nodes not reachable
	no new session requests can be handled 
	Potentially: drop of sessions (graceful or strict)
	Potentially:  restoration of state (per PCRF node) 


The columns “Consequences” and “Examples of failure handling” are given for illustration only; the detailed handling depends on requirements imposed by the operator (these will be collected in clause 5 of this TR). 

*** 2nd Change ***
5
Functional requirements for solutions 
This clause collects diverse requirements regarding handling of PCRF failures, as they were either explicitly formulated by operators or can be generally anticipated. 

It is not expected that one particular solution described in clause 6 fulfills all these requirements; rather, this list serves as the reference and maximum scope. Every solution shall  describe which requirements it fulfills, and how.   
An operator is also not bound to one (set of) requirement(s) for all PCRF sessions, but may e.g. follow distinct strategies for different subsets of PCRF sessions at one point in time, or for the same subset of PCRF sessions at different times.  

Functional requirement  #1:  It shall be possible for PCRF clients in the bearer plane (PCEF and BBERF) to continue bearer services without PCRF control, if a related PCRF session is required but cannot be handled due to PCRF failure. 

Functional requirement  #2:  It shall be possible for PCRF clients in the bearer plane (PCEF and BBERF) to fall back to static policies specifically configured for this case, if a related PCRF session is required but cannot be handled due to PCRF failure.The fallback may occur at initial or subsequent PCRF requests. 

Functional requirement  #3:  It shall be possible to terminate bearer services immediately, if a related PCRF session is required but cannot be handled due to PCRF failure or unreachability. 

Functional requirement  #4:  It shall be possible to terminate bearer services ‘gracefully’, if a related PCRF session is required but cannot be handled due to PCRF failure . ‘Graceful’ means that active  bearer services are kept, up to an operator configurable maximum time; as soon as they become idle, bearer services are terminated.

Note: the definition of “idle” and “active” status of bearers is different from corresponding UE states on NAS signaling or RRC levels. 
Functional requirement  5:  It shall be possible to restore PCRF session state after detection of a PCRF failure; depending on the deployment scenario and type of failure, this may happen already during the ongoing failure situation ( e.g. in case of partial failures or with multiple PCRFs) or only after recovery of the failed node (in case of total failure of the PCRF node).The impacts of PCRF session state restoration on load, performance and stability of the PCRF infrastructure (PCRF nodes and clients) shall be minimized. 
*** 3rd Change ***

6.x 
Solution x: Soft recovery after a PCRF restart
6.x.1
Role of PCRF
PCRF receives session information and authorizes requests when a user session is set up. PCRF may also re-authorize ongoing sessions, if a session modification is requested, e.g. resources added/removed or due to a user plane event. When a user session is terminated, PCRF receives termination messages. When no session modification requests are sent by the clients to the PCRF, the PCRF is not visible to ongoing user sessions. A user session may need message exchange between the PCRF and the related clients (e.g. AF/P-CSCF and PCEF/BBERF) only when the session is started and when the session is terminated. 
Consequently, a failure and the following restart of a PCRF may have no impact at all on ongoing sessions. The sessions may continue and end normally and naturally.
There is an impact only if a client handling an ongoing user session tries to contact the failed and restarted PCRF. The PCRF is not able to respond properly, because it has lost the status and information of the related Diameter sessions. 
6.x.2
Actions required for a soft recovery
The minimum actions required for a soft recovery from a PCRF restart: 
· The restarted PCRF and connected/related clients know to act according to the same recovery and restoration rules (e.g. by rules/behaviour agreed through a feature negotiation). 
· The restarted PCRF informs the related clients about the restart. The clients may respond by sending basic information, like user IDs of Diameter sessions that were active with the PCRF at the failure and restart, to help the PCRF with later restoration actions, e.g. to bind users to Diameter clients.  
· The restarted PCRF and connected/related clients let the ongoing user sessions go on with no immediate recovery/restoration action towards the restarted element.
· The clients informed about the PCRF restart rebuild sessions at and with the restarted PCRF, when there is a need for a re-authorization request (e.g. due to an IP-CAN session modification or a user plane event). The client puts the Diameter session related information (e.g. user ID, IP address, PCC/QoS rules or related information), needed by the PCRF to rebuild the lost session status and information, in the re-authorization request message. 
· The restarted PCRF sends recovery/restoration request message(s) with parameters identifying the user (e.g. user ID, IP address) to related other client(s) to request information for rebuilding the related lost Diameter session(s) with the client(s). 
· A client receiving a recovery/restoration request message after a PCRF restart uses the user identity information to identify ongoing Diameter session(s) with the PCRF and  responds to the PCRF by sending the Diameter session status and information (e.g. session ID, parameters received from the PCRF before the restart) lost by the PCRF at the failure and restart. 
· The restarted PCRF rebuilds the Diameter session(s) towards the client(s), based on the session related parameters and information received from the client(s). 
Editor’s note: A detailed description on how the PCRF binds the Diameter sessions being rebuild towards different clients (e.g. binding a Gx session to the related Rx session) is required.

Editor’s note: A detailed description on the information being exchanged between the PCRF and its clients for the rebuilding of Diameter sessions is required. 

Figure 6.x.2.1 desribes the soft recovery actions, when a PCEF requests a re-authorization (CR-Request) after a PCRF restart. In addition to AF/P-CSCF, there could be also other clients that should be involved in the session rebuilding towards the PCRF, e.g. BBERF and SPR. Similar session rebuilding actions could be caused also by a BBERF sending a CC-Request or an AF/P-CSCF sending an AA-Request to the PCRF after a PCRF restart. 

Figure 6.x.2.1: Soft recovery actions when PCEF requests re-authorization after a PCRF restart.
1.
Connections between the PCRF and clients are established. The entities may agree/negotiate on the usage of restoration methods to be used in case of a failure.
2.
Diameter sessions are established and ongoing as per established IP-CAN and AF sessions.

3.
The PCRF fails and restarts.
4.
The PCRF indicates the restart to its clients. The clients may send the PCRF some basic information, like user IDs of Diameter sessions that were active with the PCRF at the failure and restart, to help the PCRF with later restoration actions, e.g. to bind users to Diameter clients.
5.
A PCEF identifies a need to send a CC-Request to the PCRF, e.g. due to an IP-CAN session modification or a user plane event.

6.
The PCEF send a CC-Request to the PCRF. The PCEF may include Diameter session related information (e.g. user ID, IP address, PCC/QoS rules or related information), needed by the PCRF to rebuild the lost Gx session status and information.
7.
The PCRF rebuilds the lost Gx Diameter session based on the information received from the PCEF.
8.
The PCRF sends restoration request message with parameters identifying the user (e.g. user ID, IP address) to the AF/P-CSCF to request information for rebuilding the related lost Rx Diameter session with the AF/P-CSCF.

9.
The AF/P-CSCF acknowledges request and may include Diameter Rx session related information (e.g. user ID, IP address, session information or other related information), needed by the PCRF to rebuild the lost Rx session status and information.
10.
The PCRF rebuilds the lost Rx Diameter session based on the information received from the AF/P-CSCF.
11.
The PCRF authorizes / responds to the CC-Request from the PCEF with a CC-Answer and relevant parameters, e.g. PCC rules.

*** End of Changes ***
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