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Introduction
CT3 agreed the Study Item on PCRF failure and restoration. This contribution aims at collecting functional requirements for related solutions. We propose an initial list of functional requirements and give some motivation and background.  

This work relies strongly on operator requirements; the opinion and further input of operators is therefore solicited.
Discussion

Note: in the following we discuss only total failures.

Functional requirement  #1a: 

For single PCRF deployments and multiple PCRF deployments without DRA, PCRF clients (BBERFs, PCEFs, AFs) need to detect PCRF failures as soon as possible.
Comment: in case of (total) failures the affected PCRF itself cannot provide actively the information. The detection may be based indirectly on lacking responses to PCRF application level signaling requests, lower protocol layers, or on other means (e.g. on triggers provided by TMN or operating personnel). 
Functional requirement  #1b: 

For multiple PCRF deployments with DRA, DRA needs to detect PCRF failures as soon as possible.

Comment: see previous comment. For the PCRF failure aspect discussed here, DRA can be seen comparable to a PCRF client (although in general it is not, according to RFC 3588).  

For the next three requirements CT3 need to discuss whether operators have sufficiently converged views/requirements how to handle PCRF failure and restoration, or if diversity prevails: 

· in the first case requirement #2 is not necessary; only one of the proposed requirements #2a to #2c would be picked, and all solutions would need to fulfill it. 
· In the second case requirement #2 enables a choice for deployments. Further, several requirements out of #2a to #2c would then be stated; it would not be expected that a particular solution fulfills all of them. Rather, this list (or what is finally agreed by CT3) would serve as the reference and maximum scope for solution. Solutions would then describe which set of requirements they fulfill, and how. 

Functional requirement  #2: 

The network operator shall be able to configure how PCRF sessions shall be handled, if a PCRF failure occurs.
Comment: we anticipate that there will be diversity in operator strategies related e.g. to 

· type of PCRF products (average outage time versus, capacity), 

· offered types of services, 

· necessary level of charging/control.

Consequentially a PCRF failure may bear different risk/damage for operators, and therefore they may want to counter it differently; the options could be to (1) continue bearer service without dynamic PCC, (2) continue bearer service with (minimal) PCC rules, statically provisioned in the PCRF clients, (3) terminate bearer service gracefully, (4) terminate bearer service immediately/strictly. They standards need to cover the diverse cases.

Functional requirement  #2a: 

It shall be possible to terminate a bearer service gracefully, if the related PCRF session cannot be handled due to PCRF failure. 

Functional requirement  #2b: 

It shall be possible to terminate a bearer service immediately, if the related PCRF session cannot be handled due to PCRF failure. 

Functional requirement  #2c: 

After a PCRF failure it shall be possible to restore PCRF session state in an efficient manner, depending on the single/multiple PCRF deployment either on the previously failed PCRF or on other PCRFs. 

Comment: although the complete realization of such means goes beyond PCRF interfaces, it seems useful to state this requirement; the description of solutions and their evaluation then can consider this aspect properly. 

Functional requirement  #3: 

Recovery handling after PCRF failure shall minimize the impact on ongoing PCRF function. 

Proposal

It is proposed to discuss these requirements for solutions to PCRF failure and recovery in CT3 and use it as a basis for operator input.  
